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     This e-book is the product of a second workshop that was funded and promoted by the United States 
Geological Survey to enhance cooperation between states for the management of chronic wasting dis-
ease (CWD).  The first workshop addressed issues surrounding the statistical design and collection of 
surveillance data for CWD.  The second workshop, from which this document arose, followed logically 
from the first workshop and focused on appropriate methods for analysis, interpretation, and use of 
CWD surveillance and related epidemiology data.  Consequently, the emphasis of this e-book is on 
modeling approaches to describe and gain insight of the spatial epidemiology of CWD.   
 
     We designed this e-book for wildlife managers and biologists who are responsible for the surveil-
lance of CWD in their state or agency.  We chose spatial methods that are popular or common in the 
spatial epidemiology literature and evaluated them for their relevance to modeling CWD.  Our opinion 
of the usefulness and relevance of each method was based on the type of field data commonly collected 
as part of CWD surveillance programs and what we know about CWD biology, ecology, and epidemi-
ology.  Specifically, we expected the field data to consist primarily of the infection status of a harvested 
or culled sample along with its date of collection (not date of infection), location, and demographic 
status.  We evaluated methods in light of the fact that CWD does not appear to spread rapidly through 
wild populations, relative to more highly contagious viruses, and can be spread directly from animal to 
animal or indirectly through environmental contamination.  We discovered that many of the well-
published methods were developed for fast-spreading human diseases, such as influenza and measles.  
While these methods are applicable to fast spreading wildlife diseases, such as foot-and-mouth disease 
or West Nile virus, many are not likely to work well for CWD.  Only limited data exist to evaluate geo-
graphic and spatial spread because many locations where we find CWD tend to be locations where 
samples have just been taken or sample sizes have just become large enough to have a high probability 
of detecting a low prevalence.  Consequently, methods that work well to describe or predict the spread 
of foot-and-mouth disease throughout England, which occurred within a year, do not work well for de-
scribing or predicting CWD spread.  We did not exclude methods that we regarded as inappropriate; 
rather, we included methods that are commonly used for disease epidemiology and then discussed their 
applicability for modeling the spatial epidemiology of CWD.  We hope including inappropriate meth-
ods with an explanation of why they are ill-suited for CWD will make it easier to drop them from con-
sideration and explain to others why they were not recommended for spatial modeling of CWD. 
 
      We organized the three chapters by scale and extent for which each method was developed or best 
suited.  The first chapter covers methods appropriate to multi-jurisdictional or multi-state modeling, 
which we call “regional” scale.  The second chapter covers methods appropriate for within state areas 
such as wildlife management units or metapopulations, which we call “landscape” scale.  The third 
chapter covers methods appropriate for population or individual-based modeling, which we call “fine” 
scale.  We know this rubric is somewhat artificial because many methods work at multiple scales.  We 
hope, however, that this structure addresses some of the challenges faced by managers that work at lo-
cal, regional, state, and national scales.  Further, the resolution of empirical data often changes with 
spatial scale, which affects the utility of different modeling approaches.  For example, individual-based 
models work best at modeling spread within populations, while risk analysis is most useful for summa-
rizing data over larger scales such as a region.  Because some methods are applicable at several scales, 
however, we included a graphic at the beginning of each method that indicates the range of scales for 

Executive Summary 

Scale-dependent approaches to modeling spatial epidemiology of chronic wasting disease 

Executive Summary 





M
odel 

Scale 
U

sefulness 
C

W
D

 U
sefulness 

D
ata R

equired 
Potential O

utput 
R

isk A
nalysis 

B
road Scale (R

egional/
M

ulti-State) 
N

on-infectious or slow
 

epidem
ics 

C
W

D
 M

odeling and 
m

anagem
ent 

• 
Spatial coordinates 

• 
Sam

ple date 
• 

Factor 
of 

interest 
co-

variate data 

• 
Estim

ation of spatial variation of 
disease prevalence 

• 
Statistics 

for 
factors 

affecting 
disease prevalence 

• 
M

odel 
statistics 

and 
variable 

w
eights 

M
icrom

aps 
B

road Scale (R
egional/

M
ulti-State) 

Facilitates data visualiza-
tion and analysis of dis-
crete regions 

U
seful for presenting 

data from
 m

ultiple re-
gions 

• 
Positive/negative 

sam
-

ples by polygon 
• 

Polygon identification 

• 
Linked 

tim
e/space 

prevalence 
m

aps 
• 

Linked tim
e/space statistics 

C
luster A

nalysis 
B

road Scale (R
egional/

M
ulti-State) 

Identification of ”hot 
spots” w

ith presence/
absence data 

D
escriptive tool for 

C
W

D
 surveillance 

• 
Positive/negative 

sam
-

ples by polygon 
  

• 
A

ssignm
ent of positives to clus-

ters 

Snapshot A
pproach 

B
road Scale (R

egional/
M

ulti-State) and/or Lo-
cal/Fine-Scale 

Infection spread is inde-
pendent of tem

porary 
barriers 

A
ssum

ptions about host 
distribution lim

its the 
utility for C

W
D

 m
odel-

ing 

• 
A

rea disease status 
• 

C
entroid coordinates of 

area 
• 

M
odeling assum

ptions 

• 
Identify likely site of future in-
fection. 

• 
Estim

ates of rate of spread 

O
ccupancy A

nalysis 
B

road Scale (R
egional/

M
ulti-State) 

M
onitor disease status 

over large spatial scales 
First cut at m

ulti-state/
regional scales 

• 
A

rea disease status 
• 

2-years of data for each 
area 

• 
Probability of disease presence 

• 
Evaluation of covariate data im

-
portance to presence/detection 

  

E
pidem

ic T
rees 

B
road Scale to Fine 

Scale depending on the 
unit of analysis 
(individual or m

anage-
m

ent unit) 

H
ighly infectious, rapid 

spreading diseases 
Inability to link positive 
cases to original source 
hinders C

W
D

 use 

• 
Location of infections 

• 
Som

e 
case-tracking 

data 
• 

D
ates 

of 
w

hen 
infec-

tions 
began 

and 
w

ere 
reported 

• 
R

ule 
set 

tying 
subse-

quent cases to origin 

• 
R

ate of spread estim
ates through 

tim
e/space 

• 
G

eneration tim
e estim

ates 
• 

R
eporting tim

e estim
ates 

• 
R

ate and routes of spread 

C
luster A

nalysis 
Landscape Level 
(Statew

ide) 
D

epict and describe spa-
tial patterns of disease 
and identify hotspots of 
prevalence and estim

ate 
risk surface 

D
escriptive tool for 

C
W

D
 surveillance 

• 
Spatial coordinates 

• 
C

ovariates 
(if 

neces-
sary) 

• 
A

ssignm
ents of positives to clus-

ter 
• 

Potential spatial covariates tied to 
disease pattern 

• 
Identification of high-risk areas 
and cluster m

aps 

Executive Sum
m

ary 

Sum
m

ary Table of M
ethods 



M
odel 

Scale 
U

sefulness 
C

W
D

 U
sefulness 

D
ata R

equired 
Potential O

utput 
G

eostatistical  
A

nalysis 
Landscape Level 
(Statew

ide) 
D

epict and describe 
purely spatial relation-
ships (autocorrelations) 
betw

een positive and 
negative disease  sam

ples 

B
etter evaluation of en-

vironm
ental and ecologi-

cal covariates after ac-
counting for the spatial 
structure of the data 

• 
Spatial 

coordinates 
of 

sam
ples or centroid of 

sm
all areas if data are 

grouped 
• 

C
ovariates 

(if 
neces-

sary) 

• 
A

utocorrelation 
of 

disease 
re-

lated to distance and/or direction 
• 

Spatial prevalence estim
ates 

• 
Potential spatial covariates tied 
to disease pattern after account-
ing for spatial autocorrelation 

C
ellular A

utom
ata 

M
odels 

Landscape Level 
(Statew

ide) 
U

nderstanding how
 fac-

tors affect spatial spread/
distribution of a disease 
at various scales 

G
eneral tool useful for 

various purposes, such as 
evaluating various lo-
cales as C

W
D

 origin 
point.  O

ften assum
es 

hom
ogeneous environ-

m
ent and distribution of 

hosts. 

• 
A

pplication dependent 
• 

A
pplication dependent 

M
etapopulation  

M
odels 

Landscape Level 
(Statew

ide) 
Evaluation of  prediction 
of m

anagem
ent strategies 

in spatially structured 
populations 

A
ccounts for the herd 

structure of deer and elk, 
but requires one to define 
the patches or subpopu-
lations 

• 
D

ispersal/m
igration 

routes and probabilities 
am

ong patches 
• 

V
ital rates of popula-

tion 
and 

transm
ission 

dynam
ics 

• 
Spread 

of 
disease 

through 
a 

patchy distribution of hosts. 
  

D
iffusion M

odels 
Landscape Level 
(Statew

ide) 
Evaluations in diseases 
that do not present them

-
selves or slow

 m
oving 

diseases 

H
ypothesis of C

W
D

 
spread and potential 
origin point.  D

iffusion 
m

odels often assum
e a 

uniform
 environm

ent 
(e.g. no habitat heteroge-
neity). 

• 
D

ate of first detection 
for spatial area 

• 
Proportion of adjacent 
spatial areas infected for 
each tim

e step 
• 

Proportion 
of 

shared 
borders 

• 
Prevalence 

at 
several  

tim
e steps 

• 
Proxim

ity 
of 

area 
to 

features influencing rate 
of spread 

• 
Prediction of probability an area 
w

ill becom
e infected at a given 

tim
e step 

• 
Prevalence 

prediction 
in 

areas 
through tim

e 
• 

Estim
ates of covariates effects 

T
rend Surface 

Landscape Level 
(Statew

ide) 
Evaluations in infectious, 
m

oderate to rapid spread-
ing diseases presenting 
them

selves 

N
ot useful for C

W
D

 
because date of detection 
is unrelated to date of 
disease initiation 

• 
Infection detection date 
for spatial area 

• 
C

entroid 
coordinates 

for spatial areas 

• 
C

ontours of m
onths to first re-

ported case of disease 
• 

R
ate of disease spread 

Executive Sum
m

ary 
Executive Sum

m
ary 

Sum
m

ary Table of M
ethods 



M
odel 

Scale 
U

sefulness 
C

W
D

 U
sefulness 

D
ata R

equired 
Potential O

utput 
C

om
partm

ent  
M

odels 
Local or Fine-Scale 

W
ide utility in the dis-

ease ecology field. 
C

an be elaborated to 
incorporate a num

ber of 
relevant C

W
D

 character-
istics, but these m

odels 
often do not include an 
environm

ental transm
is-

sion com
ponent. 

• 
D

ependent 
on 

m
odel 

structure 
and 

level 
of 

detail 
• 

D
etailed 

m
odels 

m
ay 

require 
m

ovem
ent 

rates, 
sex and age com

position, 
disease state, social con-
tacts, effects of infection 
on vital rates, and resis-
tance factors 

• 
M

inim
al: num

ber of individuals 
in each disease class of suscepti-
ble, 

infected 
and 

recovered 
or 

dead at each tim
e step 

Individual-B
ased  

M
odels 

Local or Fine-Scale 
Sim

ulate a w
ide variety 

of situations in anim
al 

ecology and varies by 
m

odel structure and 
level of detail 

U
seful to incorporate 

know
n individual het-

erogeneity in contact 
patterns. 

• 
D

ependent 
on 

m
odel 

structure 
and 

level 
of 

detail 
• 

Theoretical m
odel: exist-

ing observations of popu-
lation structure and dis-
ease prevalence 

• 
D

etailed 
m

odels 
m

ay 
require 

population 
age 

and 
sex 

com
position, 

disease 
prevalence, 

ani-
m

al 
m

ovem
ent 

rates, 
contact rates 

• 
M

inim
al: 

population 
structure 

and disease state through tim
e in 

the population by age and sex 
• 

D
etailed m

odels could produce 
harvest and treatm

ent variables, 
location of anim

als, anim
al den-

sities across landscape, physio-
logical 

state, 
genetic 

com
posi-

tion, num
ber of offspring, indices 

of genetic diversity, gene flow
 

rates, etc. 

N
etw

ork M
odels 

Local or Fine-Scale 
Flexibility in sim

ulating 
various spatial/social 
structures 

A
dditional com

plexity 
and data requirem

ents 
are probably unneces-
sary to adequately m

odel 
C

W
D

 due to the envi-
ronm

ental transm
ission 

and chronic nature of 
C

W
D

 
  

• 
Estim

ates 
of 

intercon-
nectedness or association 
of individuals/groups 

• 
Predictions 

of 
disease 

spread 
across the netw

ork. 
• 

C
om

parison 
of 

m
anagem

ent 
scenarios that focus on particular 
individuals or groups. 

Spatial Stochastic 
M

odels 
Local or Fine-Scale 

Evaluating population 
dynam

ics w
here spatial 

heterogeneity is im
por-

tant 

A
pplication dependent. 

• 
Lim

ited 
data 

often 
re-

stricts 
the 

predictive 
capacity of these m

odels.  
Potentially 

useful 
for 

“w
hat-if” 

scenarios 
w

here the range of poten-
tial outcom

es is im
por-

tant. 

• 
M

ean and variation in the poten-
tial outcom

es for a given epi-
dem

ic, location, or m
anagem

ent 
strategy.  Executive Sum

m
ary 

Executive Sum
m

ary 

Sum
m

ary Table of M
ethods 



Scale-dependent approaches to modeling spatial epidemiology of chronic wasting disease 

Acknowledgements 

     We gratefully acknowledge Rick Kearney for making the second multi-state chronic wasting disease 
workshop and e-book possible.  Rick is the cornerstone of this work; he organized the funding, encour-
aged the workshop and e-book, and supported the process from its inception.  We thank Anita Cande-
laria, who was responsible for the smooth logistics, great location, and general running of the work-
shop.   We also thank our meeting facilitator, Steve Morey from the USFWS, without whom our dis-
cussions would have spiraled out of control into the digressions of the universe. To Dan Foster, a heart-
felt thank you for putting together the summary table of the methods found in the Executive Summary - 
we were all stuck on how to create that sort of summary.  Finally, we thank Kurt VerCauteren, Dan 
Foster, Bruce Morrison, Greg Wilson, and Jim Heffelfinger for their thorough and insightful reviews.  
The e-book was much improved thanks to their comments. 
 
     We thank Beth Williams, Mike Miller, Bruce Gill, and Gary White for most of the photographs in 
the e-book.  Beth Williams’ illustrative photos include the bottom 2 on the cover, and the top photo in 
the “Prion Propagation & Chronic Wasting Disease” text box.  Mike Miller provided the bottom photo 
in the “Prion Propagation & Chronic Wasting Disease” text box.  Gary White provided the group pho-
tos in the “History of CWD Workshops” text box.  Finally, we are grateful to Bruce Gill (R. Bruce Gill 
Wildlife Reflections Nature Photography), who provided us with the mule deer group in the executive 
summary and the male and female busts used in Figure I.2. 

Acknowledgements 





Scale-dependent approaches to modeling spatial epidemiology of chronic wasting disease 

Table of Contents 

INTRODUCTION:     01           
Disease Background and Motivation             01 
for Report  
 
Biology of CWD Within and Between          04 
Animals Relevant to modeling 

Objectives     06 
 
Literature Cited    08 

APPROACHES TO REGIONAL-SCALE MODELING:     10 
Risk Analysis/Assessment                             11 
 
Micromaps     13 
 
Cluster Analysis    15 
 
Snapshot Approach    17 
 
Occupancy Analysis    19 

Epidemic Trees: A Network Analysis 21 
 
Focal Approach (Micromaps)   22 
 
Focal Approach (Risk Analysis)  23 
 
Conclusions     26 
 
Literature Cited    27 

APPROACHES TO LANDSCAPE-SCALE MODELING:     29 
Cluster Analysis    30 
 
Geostatistics     32 
 
Cellular Automata Models   36 
 
Metapopulation Models   37 
 
Diffusion Models    39 

Semi-Diffusion Models   40 
    
Trend Surface     41 
 
Focal Approach (Cluster Analysis)  43 
 
Conclusions     45 
 
Literature Cited    47 

APPROACHES TO FINE-SCALE MODELING:     49 
Compartment Models    50 
 
Individual Based Models   52 
 
Network Models    58 
 
Spatial Stochastic Models   61 

Focal Approach (IBMs)   62 
 
Conclusions     64 
 
Literature Cited    65 















Scale-dependent approaches to modeling spatial epidemiology of chronic wasting disease 

Explicitly represents mechanisms, such as physiological processes, breeding or disease 
transmission  between individuals, or other system-relevant processes. Parameters for 
process equations generally have an identifiable link to reality. Also called process-based 
or control model. 

An equation that describes an observed relationship, but based only on a statistical rela-
tionship. Equation parameters usually have no meaningful interpretation, and the domain 
of inference is usually restricted to very specific areas and conditions. Also called descrip-
tive or phenomenological model. 

Explicitly represents change over time. 

Describes a system state at a particular point in time. 

Spatial relationships are not explicitly represented , although an area may be implied by 
representing population density or other area-specific measures.  Most models of single 
populations are non-spatial. Also called spatially homogenous. 

A non-spatial model applied across an area, but without communications or transfers of 
energy or materials between spatial units of the model. An example is a point based eco-
system that is applied to a grid of cells, where the model in each cell has unique weather, 
soils, etc., but seeds or other propaguls are not exchanged between grid cells. 

A model with communication of attributes between distinct areas that are explicitly repre-
sented in the model, and material and energy are exchanged between areas. For example, a 
disease model where each county is characterized by population density, topography, and 
disease transmission occurs between counties based on county attributes and disease inci-
dence. Also called spatially heterogeneous. 

Random events are included in the model so each instance of the model generates a differ-
ent result. Model results are typically presented as a distribution or probability of an out-
come. Typical random events include weather (temperature, rainfall), variation in contact 
between infected and susceptible individuals, or random variation in mating or recruitment 
(especially in small populations). Many consider stochastic models to be more realistic 
than deterministic models, but they can be much more difficult to evaluate. 

Parameters are fixed and each model outcome is exactly the same for a given set of inputs. 
Common for models composed of differential equations. Deterministic models may have a 
closed-form (analytical) solution, which can generally simplify analysis. 

A mathematical model that is solved solely through the use of mathematical arguments and 
not by numerical approximations or other simulations. 

Each individual is explicitly represented in the model. For example, a disease model where 
the sex, age, disease status, and contacts of each animal in a population are followed for 
the entire life of each animal. 

Mathematical 
 

Any model whose behaviors and solutions are obtained by numerical approximations and 
not by mathematical arguments. Virtually always involves the use of computers. 

Explanation 

Statistical 
 

Dynamic 

Static 

Model 

Non-spatial 

Spatially  
distributed 

Spatially  
explicit 

Stochastic  
(random) 

Deterministic 

Analytic 

Individual-
based 

Spatially  
explicit 

Table I.1.  Characteristics used to describe or classify models routinely used to model disease dynam-
ics. These terms are not all exclusive, and it may be accurate (and appropriate) to describe a model as 
having two or more model types. Modified from Haefner (1996). 
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approaches to extend our understanding and 
management of CWD.  In particular, we de-
scribe and evaluate spatial modeling ap-
proaches previously used for wildlife and/or 
human diseases in the context of CWD.  We 
focus on three spatial scales and present ap-
proaches relevant to each.  We use spatial scale 
because for wildlife systems the data available 
often dictate which scale and resolution are 
possible.  At finer spatial scales, managers and 
researchers may track known individuals.  At 
broader spatial scales however, this becomes 
impossible due to logistical and financial con-
straints.  At a state or national scale often the 
only data available are cross-sectional disease 
surveys.  In the case of CWD, this is primarily 
done through surveillance of hunter-harvested 
deer and elk.  It is important to note that al-
though data are often limited, the modeling 
approaches we discuss may be implemented at 
different spatial scales.  For each approach we 
present the questions addressed, input data re-
quired and existing data, model outputs and 
interpretation, and the use of these results.  In 
addition, we discuss the overall effectiveness 
of the specific approach to CWD modeling.  
 
     We also select a single modeling approach 
for each scale, which we define as the focal 
approach.  The focal approach is a method that 
we believe to be applicable to modeling CWD, 
as well as being a useful tool for identifying 
management strategies.  Note that the epidemi-
ological focus and goals of models vary by 
scale and these aspects will be discussed later.  
Using a close facsimile (but not exact to pro-
tect unpublished data) of previously obtained 
CWD surveillance data, we work through the 
method as an illustration of the strengths and 
shortcomings of that specific approach.  The 
approaches for each scale are be presented in 
order, based on our conclusions, from most to 
least relevant for modeling CWD.  At each 
scale, besides presenting a focal method, we 
summarize pros and cons of all methods, dis-
cuss current data limitations, identify any data 
gaps for relevant approaches, and describe 
where future work may be most fruitful.  
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Scale-dependent approaches to modeling spatial epidemiology of chronic wasting disease 
Perhaps this is because regionally-oriented risk 
models are not applicable to highly infectious, 
fast-spreading diseases, which have been the 
historical focus of spatial epidemiological 
modeling for regional scales.  Risk analyses 
are typically more appropriate for endemic dis-
eases that are spreading slowly, or not at all.  
In the case of a slowly spreading disease, one 
wants to be reasonably sure that absence of the 
disease is related to factors associated with the 
site (or individual) rather than it simply being 
farther away from the site where the disease 
was introduced.  Note, however, that in more 
sophisticated analyses, distance from the epi-
center and time since introduction could be 
included as covariates prior to investigating the 
effects of other variables.  Several groups have 
employed spatial risk models to predict the 
probability of disease, or disease-vector pres-
ence, based on environmental factors: tsetse 
flies (Rogers et al. 1996), Lyme disease (Allen 
et al. 2003, Schauber et al. 2005), human in-
duced disease of great apes (Sleeman 2005), 
and disease-carrying Ixodex ricinus ticks 
(Merler et al. 1996). 
 
Questions addressed / model predictions: 
1. Estimates the relationship between envi-

ronmental/ecological (abiotic and biotic) 
factors and disease risk. 

2. Potentially estimates mechanistic relation-
ships between disease and environmental/
ecological (abiotic and biotic) factors. 

3.  
Data required: 
1. If disease cases present themselves, such as 

cancer cases, then only spatial locations of 
the positive samples are required (note that 
“targeted” surveillance samples for CWD 
may fall in this category). 

2. Spatial coordinates of positive and negative 
samples are required if disease cases do not 
‘present’ themselves – such as for CWD 
cases. 

3. If any temporal aspect to the models, then 
the date samples were collected (as a proxy 
for date of infection of individuals. 

4. Spatial environmental/ecological (abiotic 
and biotic) data for factors of interest. 

Output: 
1. Estimates spatial variation in disease 

prevalence and/or risk. 
2. Estimates risk parameters, effect sizes, co-

variate effect sizes, and other relevant sta-
tistics for factors/variables affecting the 
probability of disease. 

3. Provides model selection statistics and the 
relative weight of different models/
variables. 

 
General usefulness:  
     Spatial risk models are potentially useful 
for non-infectious disease or diseases with low 
infection rates or slow epidemic fronts (i.e., 
relatively slow spread).  Because wildlife hosts 
are mobile, this approach is most applicable for 
diseases with short dormancy or latency peri-
ods.  Longer latencies would dilute the effect 
of some factors unless the risk factors were 
relatively constant and migration rates were 
relatively low (e.g., animals do not contact dis-
ease in one location and then move to another 
so that risk is unhinged from location of in-
fected animals), whereas short latency diseases 
can be more directly tied to risk factors.  Thus, 
ecological risk factors associated with short 
latency period are more readily identified.  
Spatial risk models could be used to test vari-
ous hypotheses about environmental and bio-
logical covariates and risk factors, as well as to 
identify potential areas of disease risk.  
 
Usefulness to CWD modeling and/or manage-
ment: 
     If relevant spatial data are available, risk 
analysis has high potential applicability to 
CWD modeling and management.  CWD could 
make use of a risk analysis approach, given the 
fact that geographical spread appears to be 
slow in nature (we find it where we look for it, 
and, at present, have seen no evidence of rapid 
or even moderate rate of spatial spread).  Sur-
veillance data would satisfy the three data re-
quirements, but availability of appropriate en-
vironmental and ecological spatial data would 
need to be assessed, collected, and evaluated.  
This approach could identify environmental/
ecological risk factors to potentially target for 
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or even arbitrary grid cells or quadrats. Abun-
dant digital GIS data permits wide discretion in 
the choice of criteria for selection spatial units.  
 
     We note that aggregating into polygons, 
such as wildlife management units, may be the 
only reasonable choice if a most of the surveil-
lance samples lack geographic coordinates. 
The primary disadvantage of “collapsing” data 
from points to polygons is loss of spatial het-
erogeneity within the polygons. For example, 
the most basic polygon attributes  will contain 
only spatial information on centroids (or 
boundaries) and counts of the number of cases 
and non-cases within each polygon (Figure 
1.3).  If such “global,’ or ‘first-order’ cluster-
ing methods mask significant variation within 
polygons, the analysis should be supplemented 
with additional ‘second-order,’ or local, results 
based smaller spatial units, or  even the points 
themselves (if geographic data are available).   

Questions addressed / model predictions: 
1. Identifies high prevalence disease areas. 
2. Identifies regional-scale spatial disease 

pattern. 
3. Identifies potential spatial covariates to 

disease pattern. 
 
Data required: 
1. The polygon, which could be a large area 

for a regional analysis (e.g., wildlife man-
agement unit or county), from which each 
positive and negative sample was taken. 

 
Output: 
1. Assigns positive cases or areas to a particu-

lar cluster. 
2. Maps of disease clusters. 
 
General usefulness: 
     At the regional scale, the main strength of 
cluster analysis is that relatively course resolu-
tion data can be used to identify areas of high 
disease prevalence (at which management in-
tervention could be targeted).  Cluster analyses 
are exploratory, but can be useful for hypothe-
sis generation. Cluster analysis is a valuable 
initial step in examining the spatial epidemiol-

ogy of a disease. 
 
Usefulness to CWD modeling and/or manage-
ment: 
     Cluster analysis is a valuable descriptive 
tool for CWD surveillance data.  In general, we 
recommend that cluster analysis be conducted 
as a first step in the examination and evalua-
tion of large-scale CWD surveillance data. The 
usefulness of cluster methods for CWD is the 
same as described above in “General useful-
ness.”  All CWD surveillance data, georefer-
enced to point or area, can be used in cluster 
analysis.  This characteristic makes cluster 
analysis especially viable for multi-state data 
where some states collect sample coordinates 
and others do not.  
 
     If data are not collapsed into polygons for 
regional-scale applications, then all the spatial 
aspects of location-based cluster analysis need 
to be addressed.  In the next section on land-
scape-level modeling, we discuss issues rele-
vant to location-based cluster analysis in detail.  
In the section on Risk Analysis/Assessment, 
we consider the use of kernel density estima-
tors, a special case of cluster analysis, to gener-
ate a risk surface. 

The goal of the 
snapshot approach is 
to identify areas to 

which a disease is likely to spread and the rate 
of spread given a single snapshot of the loca-
tions and disease status of an area.  This 
method is appealing because it only requires 
one data collection effort, which is less expen-
sive and time-consuming than other ap-
proaches.  While Keeling et al. (2004) refer to 
this as a lattice-based, grid-based, or a cellular 
automata approach, the applicable area could 
be a county or wildlife management area rather 
than a square grid cell.  Pairwise status 
(infected:infected, infected:non-infected, or 
non-infected:non-infected) between each area 
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scales, many ‘local’ barriers are not of great 
interest or importance to modeling probability 
of infection.  At very fine scales, areas within 
or between barriers can be modeled.  The main 
strength of the snapshot method is that data are 
required at only one point in time, and the data 
are relatively straightforward to collect.  As a 
result, the snapshot method permits a rapid as-
sessment of where the disease may spread to 
next.   
 
Usefulness to CWD modeling and/or manage-
ment: 
     The data required, disease status of an area, 
and its centroid, are easily determined from 
CWD surveillance data.  However, some of the 
model assumptions may be difficult to meet.  
Surveillance sampling could be designed to 
meet the first assumption over large areas such 
as wildlife management units, but none of the 
remaining three model assumptions are realis-
tic for CWD epidemiology. In particular, the 
patchy distribution of hosts across the land-
scape is likely to be a strong confounding fac-
tor in a snapshot analysis.  Given the restrictive 
assumptions, the snapshot approach is unlikely 
to be useful for modeling and management of 
CWD.  However, the idea of using area-based, 
presence-absence disease data to model the 
probability of disease in an area (even when 
disease is not detected) is explored in more de-
tail below. 

If presence-absence 
data are collected 
and modeled within 

a mark-resight framework (MacKenzie et al. 
2002, MacKenzie et al. 2003), they can be 
used to estimate and monitor occupancy, colo-
nization, or extinction probabilities of a wild-
life species in a given area.  In this case, occu-
pancy is a proxy for abundance in large-scale 
monitoring studies.  Data collection for occu-
pancy estimation has the added advantage of 
requiring a less intensive field protocol and 
being potentially less costly as compared to 
methods for density or abundance estimation.  

Recent theoretical advances in the develop-
ment of occupancy models and their imple-
mentation have dramatically increased the vi-
ability of using this technique for landscape-
scale modeling (McKenzie et al. 2002, 
McKenzie et al. 2005, Royle and Dorazio 
2006. Freeman et al. 2007).  
 
     CWD data could be modeled using occu-
pancy modeling.  Probability of disease occu-
pancy in an area, such as a wildlife manage-
ment unit, could be estimated and modeled 
similarly to occupancy of a species in an area.  
Because CWD does not appear to spread rap-
idly, one could assume that over a short time 
frame, colonization and extinction probabilities 
are  sufficiently low to be irrelevant (although 
these may be the parameters of interest for dis-
eases with fast-moving epidemic fronts).  If 
one controls for sampling intensity (sub-
sampling could be used to do this) and preva-
lence is relatively constant over time, then oc-
cupancy probabilities could be used as a proxy 
for prevalence probabilities over the same area.  
The disadvantage of this method, however, is a 
great loss of resolution.  That is, prevalence 
could drop dramatically, but this drop would 
not be detected by an occupancy model.  Its 
main use would be for very large areas, such as 
multiple states, where it could be adapted for 
areas with sparse sampling and different sam-
pling protocols. 
 
     Similar to occupancy for monitoring wild-
life species, data collection would be far sim-
pler and less costly to collect compared to data 
collected to generate precise prevalence esti-
mates or a risk surface.  This approach readily 
lends itself to a model selection framework, 
similar to the risk assessment approach.  Hy-
pothesized environmental and ecological risk 
factors could be evaluated with respect to the 
probability of disease occurrence.  Occupancy 
models would be especially tractable for very 
broad scales, although it may be an important 
challenge to correctly identify the size of the 
areas sampled for disease “occupancy”.  The 
area should be large enough to be efficiently 
sampled, but small enough to capture the spa-
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tial heterogeneity of CWD prevalence (e.g., if 
you sample a large enough area, all areas will 
be positive) and to reflect the epidemiology of 
the disease and the use of space by hosts.  
 
Questions addressed / model predictions: 
1. Over a very broad scale, identifies areas for 

which the disease is present or absent. 
2. Identifies areas having a low probability of 

disease detection due to sampling schemes. 
3. Identifies environmental/ecological (abiotic 

and biotic) factors associated with the 
probability that the disease is present. 

4. Identifies environmental/ecological (abiotic 
and biotic) factors/covariates associated 
with the probability that the disease is de-
tected 

 
Data required: 
1. Disease status (presence or absence) of an 

area such as wildlife management unit. 
2. At least 2 years of data for each area. 
 
Output: 
1. Estimates probability of disease presence 

or detection in an area, such as a wildlife 
management unit or county. 

2. Estimates probability surface of disease 
occupancy using centroid of a given area. 

3. Estimates effect sizes (e.g., difference in 
disease presence between treatment and 
control areas, between species, etc.), and 
other relevant statistics for factors in 
model. 

4. If spatial environmental/ecological (abiotic 
and biotic) factor/covariate data were col-
lected, then estimates their importance to 
presence and detection. 

5. Provides model selection statistics. 
 
General usefulness:  
     If designed correctly, an occupancy ap-
proach is, potentially, a cost-efficient method 
to monitor status of disease presence over very 
broad spatial scales.  Methods to determine 
required sample sizes for predicted disease de-
tection probabilities and disease prevalence 
have been described (Samuel et al. 2006).  The 
method appears viable for highly infectious, 

fast-spreading diseases, as well as non-
infectious or slow-spreading diseases. Also, 
the binomial and multinomial mark-resight 
methods underlying the estimation of occu-
pancy probabilities explicitly estimate and ac-
counts for spatial covariance (McKenzie et al. 
2005).  The occupancy approach is attractive 
because it is simple compared to other methods 
that model spatial correlation.   
      
    Similar to risk assessment, occupancy mod-
els would be more applicable for diseases with 
short dormancy/latency periods than for those 
with long latency periods.  Environmental or 
ecological factors associated with short latency 
period, would be more readily identified be-
cause longer latencies may dilute the effect as 
evaluated in future time periods unless these 
factors were relatively constant and migration 
rates relatively low (e.g., animal stays in the 
place where the risk occurs).   
 
Usefulness to CWD modeling and/or manage-
ment: 
     Although occupancy models have not been 
used for disease modeling, they appear poten-
tially useful for initial modeling of CWD at 
regional or other broad scales.  Because rela-
tively little data is required to determine CWD 
‘occupancy’ status (i.e., is there one or more 
infected animals in an area?), most states have 
comparable data.  Differences in data collec-
tion protocols can make data incomparable and 
hamper prevalence estimation and use of other 
approaches (e.g., cluster analysis and risk 
analysis, based on risk surface).  The main 
drawback of occupancy modeling is a reduc-
tion in the resolution of biological inferences.  
That is, the output is probability that the dis-
ease is present, but it could be present at a very 
low prevalence or very high prevalence.  This 
reduced resolution in the output would dilute 
the ability to realistically evaluate spatial fac-
tors and covariates.  Again, choosing the cor-
rect spatial area over which to estimate disease 
presence or absence would be critical to reduce 
the loss of resolution. 
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Epidemic trees al-
low estimation of 
two primary values, 

R0 and Rt.  R0 defines the average number of 
secondary cases that arise from a single case at 
the start of a disease outbreak or epidemic.  Rt 
is the average number of secondary cases aris-
ing from a single infection during time = t.  
Traditional Susceptible-Infected-Recovered 
(SIR) models also estimate R0 based on a theo-
retical model.  The epidemic-tree approach is 
novel in that it is an empirical method of direct 
estimation of R0 from the history of the ob-
served cases (Haydon et al 2003).  The epi-
demic tree approach is contingent upon data 
that accurately tracks the historical progression 
of the disease, specifically the temporal path 
from initial case to subsequent cases.  
 
Questions addressed / model predictions: 
1. Estimates disease transmission rate (R0 and 

Rt) through time and space. 
2. Evaluates, retrospectively, the effectiveness 

of different control strategies; i.e., esti-
mates reduction of Rt for a control strategy 
instituted at a given location and time. 

3. Allows retrospective comparisons, sensitiv-
ity, and cost-benefit analyses of different 
control measures, different timing of con-
trol actions (relative to onset of disease or 
relative to season), and different control 
locations. 

4. Evaluates the influence of long-range trans-
mission events compared to short-range 
transmission. 

5. Identifies the best strategies available for a 
future outbreak or outbreak of similar dis-
ease. 

 
Data required (* indicates data not currently 
collected as part of any CWD surveillance 
program): 
1. Location of infected/infection. 
2. Putative date of start of infection.* 
3. Date a suspected infection reported.* 
4. Date when infection confirmed.* 

5. Viable rule set that ties subsequent cases to 
the case from which they originated.* 

 
Output: 
1. Estimates of Rt and its variance for specific 

time intervals and locations (estimates of 
rate of spread in time and space). 

2. Estimates of generation time = interval be-
tween infection and subsequent case aris-
ing from it. 

3. Estimates of reporting time = time between 
infection and subsequent reporting of case 
arising from it. 

4. Estimates of routes of spread. 
5. Estimates of rate of spread. 
 
General usefulness:  
     Epidemic tree modeling is good for highly 
infectious, fast spreading epidemics.  This 
method will underestimate Rt if all cases are 
not identified.  However, as long as Rt is not 
biased by area (e.g., bias could arise if fewer 
infections identified away from urban areas 
due to different detection probability, whereas 
all areas would be equally under-represented a 
relatively non-biased situation), this method is 
usable for comparing the effect of different 
management strategies on Rt.  Finally, for fast-
spreading diseases that may re-invade, the 
strategies gleaned from retrospective analysis 
could be applied to future invasions.   
 
Usefulness to CWD modeling and/or manage-
ment: 
     The epidemic tree approach is not useful for 
modeling spatial epidemiology of CWD be-
cause positive animals cannot be linked to an 
originating case.  Because CWD may be trans-
mitted indirectly through a prion-contaminated 
environment, there may be no specific origi-
nating case or location.  Also, it would be diffi-
cult to estimate a time of infection, since little 
is known about the course of disease in free-
ranging deer, or about potential individual 
variation in disease progression.  In addition, 
the timescale of CWD may be too long to take 
timely advantage of retrospective strategies.  
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years in question, i.e., 2002 (panel 3) and 2003 
(panel 4). All corresponding micromaps, la-
bels, and statistical panels are linked by their 
colors. Note that three distinct colors are used 
to distinguish the GMUs within a particular 
micromap frame and are unique to that micro-
map. The GMUs are ranked according to simu-
lated prevalence of 2002 from highest to low-
est and are partitioned into two micromaps. 
The ranking is user-defined and could be 2003 
if desired, while the partitioning and number of 
micromaps are based on the number of geo-
graphical units to be represented (see Syman-
zik and Carr (2007) for details). While offering 
no interpretation of the CWD data, it is imme-
diately obvious which GMU had the highest 
and lowest prevalence in 2002.  The GMUs in 
the lower micromap panel show a decline in 
prevalence from 2002 to 2003, but still main-
tain the same ranking. GMU9 was markedly 
static between years with the highest preva-
lence.   
 
Step #3- Displaying and Interpreting Supple-
mental Statistical Information:     
     A further capability (i.e., supplementary 
statistical representation) of micromaps, dis-
played in Figure 1.5.B, is the addition of confi-
dence intervals as a component of the preva-
lence panel. The confidence intervals (panels 3 
and 4) represent the 95% lower and upper con-
fidence limits. The larger colored dots refer to, 
as before, the prevalence in each GMU. One 
can now appreciate the fact that the prevalence 
of each GMU are not quite the “true” (actual) 
prevalence and that the confidence intervals 
describe uncertainties of the estimates. More-
over, readers can also observe that GMUs 
where simulated prevalence was estimated 
from limited data versus ample data as signi-
fied by the width of the confidence interval.  
As an example, consider how GMU9, which 
had the highest prevalence in both years, com-
pares to GMU191. Upon initial examination of 
the prevalence information, it appears that 
GMU9 has a higher prevalence than GMU191. 
However, GMU9 has a wider confidence inter-
val indicating that the prevalence for GMU9 is 
less reliable. 

Step #1- Development of GIS Database:     
     Geographical risk modeling begins with the 
development of a GIS database that will be 
used to store, access, update, and model risk 
associated with a disease. Special attention 
should be placed on checking the quality, type, 
and spatial resolution of each data layer. Data 
quality is crucial to the modeling process and 
can have a significant impact on overall uncer-
tainty. For example, the layer with the coarsest 
spatial resolution typically constrains the spa-
tial resolution of the analysis to no less than 
that particular scale. For multi-state modeling, 
data for each risk factor must be standardized 
across the entire region. Because data often 
come from different sources, standardization 
may require reprocessing data to a common 
coordinate system or reclassifying categorical 
variables. This is an important process and 
maps of an individual risk factor can generate 
useful insights.  These maps can help identify 
influential variables and/or areas that are prob-
lematic to overall risk analysis.  
 
Examples of Potential Risk Factors: 
• Proximity to known CWD positive deer 

and/or elk based on surveillance locations. 
• Proximity to captive deer and/or elk facili-

ties (e.g., farms or hunting ranches). 
• Proximity to deer and/or elk feeding or 

wintering areas. 
• Proximity to deer and/or elk processing 

facilities. 
• Proximity to deer and/or elk research facili-

ties. 
• Proximity to taxidermy operations. 
• Historical intensity of sheep grazing and 

current sheep density. 
• Black-faced sheep density. 
• Proximity to known scrapie infected or ex-

posed sheep flocks. 
• Deer and/or elk movement corridors. 
 
Step #2 – Transforming the Data:  
     Variables usually require transformation to 
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To highlight how important assigning relative 
risk weight to variables is to the overall risk 
analysis, we have provided three variations.  In 
the first case, we assign equal risk weights to 
the proximity to existing cases of CWD 
(weight = 0.5) and proximity to captive cervid 
facilities (weight = 0.5).  In the second case we 
assign 10 times the weight to the risk of prox-
imity to captive cervid facilities (weight = 
0.91) compared to proximity to existing CWD 
positives (weight = 0.09).  In the final case, we 
reverse the weighting and assign 10 times the 
weight to the risk of proximity to existing 
CWD positives (weight = 0.91) compared to 
proximity to captive cervid facilities (weight = 
0.09).  
 
Step #4 – Displaying Risk Output:  
     Step 4 involves delimiting areas of rela-
tively high and low risk based on the output 
layer. Typically isopleths of predetermined 
levels are shown in different colors allowing 
for a visual representation of the risk involved 
(See Figure 1.7). However, threshold levels 
can also be used to show areas above a set 
level of risk.  
 
Step #5 – Model Validation:  
     Model validation is an important part of the 
risk assessment process. Both internal valida-
tion and external model validation should be 
assessed, especially if management decisions 
are based on risk models. Internal (e.g., boot-
strapping) is the more straight forward proce-
dure as the data already exist. This can be con-
sidered a self-consistency check, as any sys-
tematic differences between the simulations 
and the data (upon which the model is based) 
indicate weaknesses in the model (Gelman et 
al. 2004). Internal validations tend to be overly 
optimistic about model performance because 
the data for modeling and validation come 
from the same data set and they are thus not 
independent. External validation provides a 
more reliable estimate of sensitivity 
(proportion of false negatives) and specificity 
(proportion of false positives). External valida-
tion compares the fit of model predictions to 
new data (Gelman et al. 2004).  For example, if 

CWD can be considered stationary and surveil-
lance patterns/intensity are consistent across 
time, then it may be possible to use temporal 
external validation, such as building the model 
from one year of surveillance data and testing 
it on data from subsequent years.  See Gelman 
et al. (2004) for a detailed explanation of 
model validation. 

     Although contagious, CWD appears to fall 
somewhere between the class of slowly spread-
ing diseases, such as rabies, and non-infectious 
chronic diseases, such as cancer or a pollution/
toxin induced illness.  CWD is similar to TB in 
that it spreads among individuals in a wildlife 
population by direct or indirect contact, and 
has a long latency period.  Existing epidemiol-
ogical models applied at a regional scale tend 
to fall into 2 categories: those more useful in 
representing infectious, relatively quick-
spreading diseases or those more useful for 
non-contagious, spatially static diseases.  We 
know little about the spread of CWD in the 
wild, and recently detected foci may result 
from increased surveillance sampling rather 
than spread.  Consequently, methods for non-
infectious diseases, such as cluster analysis and 
risk analysis, seem the most appropriate for 
spatial modeling and portrayal of CWD at a 
regional scale.   
 
     Thus, we chose risk analysis as the focal 
approach for large-scale modeling.  Cluster 
analysis is a similarly useful method, and we 
describe use of cluster analysis as the focal ap-
proach at the landscape level in the next sec-
tion.  In general, we recommend micromaps as 
a first step for describing CWD and communi-
cating patterns at broad scales.  For many pur-
poses, the next step is likely to be a risk analy-
sis. The utility of snapshot or occupancy ap-
proaches for analyzing CWD spatial epidemi-
ology is uncertain, and these approaches re-
quire further testing with CWD or similar dis-
eases.  We recommend that simulations (e.g., 
determining power to detect a specific change 
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in prevalence given different sample sizes) be 
conduced to evaluate their viability for CWD 
data at the regional scale.  Finally, we note that 
epidemic trees are inappropriate for evaluating 
CWD spread because these were developed for 
analysis of highly infectious, fast spreading 
diseases. 
 
     The data gaps for these methods are primar-
ily large spatial environmental and ecological 
data.  These data often exist, but usually they 
need to be compiled and standardized across 
jurisdictional boundaries, for the region of the 
analysis.  As noted in the focal approach, the 
quality, type, and spatial resolution of each 
data layer needs to be evaluated as part of the 
modeling process. The development of reli-
able, well-documented, spatial GIS-based lay-
ers of relevant biological and ecological factors 
will strongly promote CWD modeling efforts 
at the regional scale. 
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     The primary goals of landscape-scale mod-
eling are identifying areas of high-risk for 
spread, as well as general patterns of disease 
spread. Another modeling goal is to link the 
spatial structure of wildlife populations and the 
spatial variability in abiotic and biotic attrib-
utes of their environment with disease trans-
mission dynamics.  Large-scale modeling often 
involves averaging over large areas to depict 
and analyze the patterns and spread of a dis-
ease.  An inherent shortcoming of averaging is 
the loss of understanding of some biological 
processes, such as animal movements, on dis-
ease epidemiology. The term landscape epide-
miology illustrates the concept by mapping a 
landscape in terms of spatial risk factors for 
infection and disease prevalence (Hess et al. 
2002). 
 

     Features of the landscape and host that may 
affect disease distribution and transmission can 
be georeferenced and mapped.  In addition to 
spatial variation, many factors vary in a tempo-
ral fashion, such as seasonally or annually.  
Both spatial and temporal data at the landscape 
scale can be useful in making predictions 
based on past conditions, and can be updated 
as conditions change or new information be-
comes available. 
 
     Statistical approaches seek correlations be-
tween environmental conditions and the distri-
bution of disease, while mechanistic ap-
proaches attempt to identify biological proc-
esses that drive the observed patterns (Lawson 
2001).  The observed patchiness of a wildlife 
disease on a landscape could be the product of 
environmental factors that enhance the exis-

Appraoaches to Landscape-Scale  
Modeling 
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across entire regions, but only for relatively 
brief time periods. Spatio-temporal clusters 
imply a temporary localized region of elevated 
disease within a larger space-time context. For 
example, spatio-temporal clustering methods 
were used to study outbreaks of acute respira-
tory disease in cattle herds in Norway 
(Norstrom et al. 2000). 
 
     For highly transmissible and fast moving 
infectious agents, the incorporation of time is 
often wise. In the case of the CWD, this is 
unlikely to be useful due its relatively slow rate 
of spread. The practical aspects of sample col-
lection also influence the ability to incorporate 
time into a cluster analysis. Sampling often 
occurs in periodic “bursts” of relative short 
periods, such as focal (“hot spot”) culling over 
days, or as annual sustained events such as 
hunting seasons, which occur over days or 
weeks.  Accordingly, we suggest that addition 
of time to a cluster analysis for CWD be re-
stricted to annual periods.  If little spread is 
suspected, data from multiple years can be 
combined for cluster analysis.  To do this, data 
within years (and/or between years) are com-
bined onto a map and considered only as spa-
tial clusters.  Attempts to assess changes in 
prevalence across years should be done care-
fully, as spatial patterns of culling and hunting 
may not be consistent across years. 
 

Questions addressed / model predictions: 
1. Identifies localized disease high prevalence 

areas or “hot spots”. 
2. Identifies spatial disease patterns at differ-

ent scales. 
 
Data required: 
1. Spatial coordinates of positive and negative 

samples if disease cases do not ‘present’ 
themselves – such as for CWD cases. 

2. Random and representative samples. 
3. Covariates (if applicable). 
 
Output: 
1. Assigns positive cases to a particular clus-

ter. 
2. Identifies potential spatial covariates to dis-

ease pattern. 
3. Identifies high-risk areas and cluster maps. 
 
General usefulness: 
     The main strength of cluster analysis is that 
it can be used to depict and describe spatial 
patterns of a disease and identify hot spots of 
high disease prevalence (at which management 
intervention could be targeted), as well as to 
estimate a risk surface.  Cluster analyses are 
exploratory, but can be useful for hypothesis 
generation.  For example, if a risk surface is 
generated, models with environmental/
ecological (abiotic and biotic) covariates, ge-
netic covariates, or other factors suspected to 
be related to the disease, can be evaluated.  
Cluster analysis is a valuable initial step in ex-
amining the spatial epidemiology of a disease. 
 
Usefulness to CWD modeling and/or manage-
ment: 
     Cluster analysis is a valuable descriptive 
tool for CWD surveillance data.  At the land-
scape scale, we recommend that cluster analy-
sis be conducted as a first step for georefer-
enced CWD surveillance data. The usefulness 
of cluster methods for CWD is the same as de-
scribed above in “General usefulness”.  We 
considered the special case of cluster analysis, 
the use of kernel density estimators, to gener-
ate a risk surface, in the regional-level section 
on Risk Analysis/Assessment. 

Geostatistics are sta-
tistics pertaining to 
the earth, or statistical 

techniques that emphasize locations with an 
areal (spatial) distribution.  Geostatistics is 
usually concerned with statistical theory and 
applications for spatial processes which have a 
continuous (or nearly continuous) spatial in-
dex.  In traditional statistical analysis we as-
sume that observations are taken under identi-
cal conditions, and independently from one 
observation to another.  However, with spatial 
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data, the location of each observation gives rise 
to spatial dependence and heterogeneity 
(Cressie 1993).  Spatial autocorrelation meas-
ures the degree of this statistical association 
between data units for different distances, and 
if autocorrelation occurs it becomes important 
to describe the underlying spatial process 
(Diggle et al. 2003).  For diseases, like CWD, 
positive spatial autocorrelation usually indi-
cates areas of either high or low risk.  Negative 
autocorrelation seems unlikely as it implies 
areas of higher disease are adjacent to areas of 
low disease.  Such negative correlation pat-
terns might imply landscape boundaries to dis-
ease spread. 
 
     Geostatistical methods provide an important 
approach for modeling and correcting the spa-
tial autocorrelation that commonly occurs in 
disease data.  The overall goal of a geostatisti-
cal analysis is to assess factors that may be as-
sociated with the occurrence of disease, while 
accounting for spatial dependency.  For exam-
ple, explanatory variables can be incorporated 
in the analysis to account for factors related to 
disease risk (males vs. females), disease expo-
sure (age), or type of disease transmission 
(density-dependent vs. frequency-dependent 
transmission), as well as to evaluate other fac-
tors that might affect disease patterns (animal 
movement and habitat patterns).  These spatial 
regression models take into account both the 
importance of dependent variables and spatial 
dependence.  An advantage of the geostatistical 
approach is that it recognizes both larger scale 
spatial trends and local spatial correlations.  
Most CWD affected areas will have substantial 
small-scale variation, typically exhibiting 
strong positive correlation between data from 
nearby spatial locations.   
 
     The use of geostatistical methods requires 
observations of a response variable (0, 1 for 
CWD infection status) for individual animals 
or summary of prevalence in a small area, and 
the spatial locations of these responses.  Ide-
ally, locations should be truly continuous in 
space, but small scale clustering (summary) of 
data would not likely cause major violations of 

this requirement.  A geostatistical regression 
model looks generally as follows:  Z = Xβ + δ
(d), with fixed effect dependent variables X 
modified by β, and δ(d) is a zero-mean error 
vector that is spatially correlated (a function of 
distance) according the model selected through 
a geostatistical analysis.  In the case of disease, 
the response variable (Z) is typically discrete 
data (binary for disease status or Poisson for 
counts of infected animals).  In particular, lin-
ear models may not always perform well and 
discrete models may be more appropriate for 
disease data.  Some useful process models 
(commonly called link functions) include the 
binary (or logistic) model for CWD status 
(susceptible or infected), the Poisson for CWD 
prevalence data using counts of infected and 
susceptible animals, complementary log-log 
models for estimation of disease prevalence 
using age-prevalence data, and more complex 
hazard rate models (Heisey et al. 2006).   
 
     In geostatistical analysis, spatial variance is 
modeled using a parametric pattern (Cressie 
1993) that best describes the spatial correlation 
(dependency) in the data.  This variance can be 
considered to have both distance and direc-
tional properties, and it is evaluated using the 
variogram (or semi-variogram = variogram/2).  
The variogram is the cornerstone of geostatisti-
cal analysis, and is treated as a random process 
(variable).  The variogram is used to asses the 
degree of variance between spatial locations as 
a function of the distance between locations 
(Figure 2.3). 
 
     The basic structural components of the 
variogram (Figure 2.4) include the parametric 
model’s underlying spatial dependency and the 
estimated model parameters (nugget, sill, and 
range). The nugget measures discontinuity at 
the variogram origin (h=0 or minimum 
variogram lag distance).  Theoretically, we ex-
pect the nugget to have a value of 0 because 
points are perfectly correlated with themselves.  
Actual data often show differences between 
data collected at very close locations in space.  
This variation usually results from random 
variation at scales below the minimum lag dis-
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deer habitat, age, sex, and distance and direc-
tion from a suspected introduction site as fac-
tors affecting CWD prevalence, which was ag-
gregated at the section (i.e., 2.6 km2 or 1 mi2) 
scale.  Their analysis indicated that CWD 
prevalence declined over both a broad scale 
distance from the center of the outbreak area 
and at a scale reflecting local spatial correla-
tion (i.e., 3.2 km or 2 mi radius).  In addition, 
deer habitat was a significant predictor of 
CWD prevalence.  Joly et al. (2006) used the 
resulting regression model to produce a map of 
predicted CWD prevalence.   
 
     Additional complexities may also occur in 
spatial disease data, but these topics are be-
yond the scope of our review.  For example, 
CWD data may be aggregated into a finite col-
lection of regular (e.g., sections, townships) or 
irregular (e.g., counties, wildlife management 
units) spatial sites or cells called lattices.  Fig-
ure 1.3 illustrates the difference between con-
tinuous location of cases (dots) and potential 
aggregation into an irregular lattice of poly-
gons.  Methods for analysis of lattice data is 
described by Cressie (1993) and traditional ap-
plications to human diseases are considered by 
Elliott et al. (2001) and by Lawson and Wil-
liams (2001).   It is also possible to consider 
spatiotemporal analysis, but in most cases this 
is simplified to a purely spatial process by ag-
gregating over time.  Because CWD is typi-
cally a slowly transmitted and slowly spread-
ing disease it seems appropriate to aggregate 
over relatively short time frames (e.g., < 5-10 
years).  The general goal of geostatistical 
analysis is to develop models that incorporate 
disease risk factors and predict CWD infection 
at known spatial locations.    
 
Questions addressed / model predictions: 
1. Evaluates the spatial extent (distance) and 

direction of autocorrelation found in dis-
ease patterns. 

2. Potentially evaluates the relationship of 
biotic and abiotic factors on disease infec-
tion or prevalence. 

 
Data required:   

1. Spatial coordinates of positive and negative 
CWD cases. 

2. Spatial coordinates of polygon centroids if 
CWD cases are aggregated.  However, for 
geostatistical analysis, aggregation should 
occur at a relative small scale compared to 
the area considered in the analysis. 

3. Individual animal covariate data (e.g., age, 
sex) for factors of interest in predicting dis-
ease risk. 

4. Spatial environmental or ecological covari-
ate data (habitat, animal density, risk vari-
ables) for factors of interest in predicting 
disease risk. 

 
Output: 
1. Estimates the spatial autocorrelation of dis-

ease related to distance and/or direction. 
2. Estimates prevalence parameters, covariate 

effect sizes, and other related statistics for 
factors/variables affecting the probability 
of disease. 

3. Potentially depicts CWD spatial prevalence 
based on spatial autocorrelation and other 
significant factors affecting prevalence. 

 
General usefulness: 
     Geostatistical methods are highly useful for 
spatial analysis of ecological and geographic 
processes that are sampled at irregular or ran-
dom locations.  These methods are most useful 
when the goal of the analysis is prediction at 
an unobserved spatial location.  Geostatistical 
methods may be additionally useful when there 
is spatial dependence in the process that gener-
ates spatial patterns.  Additional explanatory 
variables can also be included in the geostatis-
tical analysis, leading to an investigation of 
spatial effects while controlling for explana-
tory factors or vice versa.  Geostatistical meth-
ods generally assume a relatively small error in 
the spatial scale of locating animals (data 
points).  This assumption may be reasonable 
when animals have small home ranges com-
pared to the area of general analysis; however, 
for animals with seasonal migrations it may be 
important to separate analyses based on dis-
tinct summer or winter distributions.  The geo-
relational database structure of a geographic 
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information system (GIS) is ideally suited for 
storing and manipulating data used in geosta-
tistical analyses.   
 
Usefulness to CWD modeling and/or manage-
ment: 
     If relevant spatial data are available, a geo-
statistical analysis has high potential applica-
bility to CWD modeling and management.  
Based on the slow rate of CWD transmission 
and spread, potentially irregular spread of dis-
ease through heterogeneous habitats, and typi-
cally low rates of infection, it seems likely that 
spatial patterns and dependencies will be im-
portant components of CWD spatial distribu-
tion.  Analysis of CWD data using geostatisti-
cal methods can facilitate the evaluation of bi-
otic and abiotic factors affecting the risk of in-
fection while concurrently accounting for 
likely spatial dependence.  Modeling results 
can be used to produce maps of predicted 
CWD prevalence or risk.  In addition, geosta-
tistical analysis may provide useful insights on 
the dynamics of CWD spread by describing the 
extent of spatial correlation on the landscape.  
However, geostatistical methods may not be 
useful for all CWD infected areas.  In particu-
lar, the spatial and temporal scales associated 
with data collection and CWD case location 
should receive careful consideration.  Finally, 
aggregation of CWD data over a number of 
years seems highly likely to improve the distri-
bution and precision of spatial data.  Because 
CWD is a slowly transmitted disease, aggrega-
tion over a few years may not be problematic; 
however, there are currently no specific guide-
lines for determining the appropriate time 
frame for aggregation.  

To understand what 
a cellular automata 
is, consider a chess-

board or checker-board.  The cellular part is 
represented by the squares and each cell can 
have one distinct state, such as color.  Thus, a 
cell could be red or black (2 states), or yellow, 
white, or orange (3 states).  The state must be 

discreet (i.e., an integer value) and finite; thus 
in the color example there would be no con-
tinuous shading and each cell would be one of 
a finite number of possible colors.  For a three-
dimensional problem, the squares would be 
cubes and the analogy would be a Rubik’s 
cube.  For CWD, time could be the third di-
mension so that x and y represent spatial ex-
tent, and z represents temporal pattern.  Now 
we come to the ‘automaton’ part.  As a cellular 
automaton model runs through time, at each 
time interval the state of the cells can change, 
or not, based on a deterministic or probabilistic 
rule.  To enact the rule, each cell looks at the 
states, or color in this example, of nearby cells, 
and its own state (color), and then applies the 
rule to decide its state (color) in the next time 
step.  All the cells change at the same time.  
This collection of cell-states and rule-based 
changes is called a cellular automaton, or cel-
lular automata model.  Two-dimensional sys-
tems of grid-cells are also called lattice-
systems. Cells need not be blocks but can be 
any arbitrary shape.  Although time must be 
discrete, it can be at any interval, from sub-
seconds to years or longer. Even with very 
simple rules for each cell, these models can 
result in complex patterns and dynamics. 
 
     Cellular automaton models have been used 
to study the spatial and temporal rates of dis-
ease spread in spatially distributed host popula-
tions, as well as to evaluate the effectiveness of 
vaccination intervention strategies (Rhodes and 
Anderson 1997).  A probabilistic automata net-
work SIS (susceptible-infective-susceptible) 
model was developed to evaluate the spread of 
an infectious disease in a population of moving 
individuals (Boccara and Cheong 1993).  
When there was high movement, the spatial 
correlations in infection and recovery disap-
pear and, as expected, the behavior of the sys-
tem was then correctly predicted by a mean-
field model, which assumed that every individ-
ual in the population is equally likely to con-
tact every other individual.  Results from the 
mean-field model diverged from the spatial 
cellular automata models when the neighbor-
hood of interacting grid cells was reduced.  At 
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diseases that are directly transmitted because 
hosts are often structured into groups and indi-
viduals are most likely to be infected by others 
within the same group.  These models com-
monly add complexity by explicitly modeling 
dispersal and connections among subpopula-
tions to more realistically model heterogeneous 
mixing between populations, which improves 
prediction of disease spatial spread.  Using 
these models researchers can ask questions 
about the spread of disease from one popula-
tion to the next and the likely effectiveness dif-
ferent management strategies, such as quaran-
tine that may be implemented in some sub-
populations and not others (Figure 2.6). 
 
Questions addressed / model predictions: 
1. Estimates the probability a patch (e.g., 

population, subpopulation, individual, spa-
tial area such as winter range or wildlife 
management unit) becomes infected or re-
covers from infection as a function of 
within and between population dynamics 
and movements. 

2. Facilitates evaluation of management 
strategies that may be implemented spa-
tially (e.g., ring vaccination or depopulat-
ing areas/populations with high preva-
lence). 

 
Data required: 
1. Dispersal or migration routes and prob-

abilities of connection between patches. 
2. For a detailed model, vital rates of popula-

tion dynamics as well as transmission dy-
namics within each patch/population. 

 
Output: 
1. Estimates disease prevalence for each patch 

over time.  
2. Estimates colonization and extinction prob-

abilities of disease infection for each patch. 
3. Estimates the probability that the disease 

goes extinct through time for the entire 
metapopulation. 

 
General usefulness: 
     Metapopulation models could be useful for 
spatially structured populations to evaluate dif-

ferent management strategies, such as quaran-
tine.  This approach is also useful to explicitly 
model between-population or subpopulation 
spread of a disease, as opposed to within-
population spread, which is modeled by many 
spatial epidemiology models. 
 
Usefulness to CWD modeling and/or manage-
ment: 
     One of the difficulties in applying meta-
population models to wildlife populations is 
the problem of defining a subpopulation.  Sub-
populations or herds may vary in size, location 
and the amount dispersal between herds over 
time.  For example, grouping behavior of elk 
and deer in many areas of North America are 
likely to vary between summer and winter 
months (Conner and Miller 2004).  In many 
cases the amount of movement among groups 
and the degree of independence among groups 
is unknown. Metapopulation models may still 
work where there is overlap between subpopu-
lations as long as there is little mixing.  The 
connection between subpopulations, which is 
modeled as dispersal probability in traditional 
metapopulation models, could be modeled by 
probability of exchange or other biological sur-
rogate for connectivity.  Metapopulation mod-
els are less useful for modeling the spatial epi-
demiology of CWD in the more contiguously 
distributed white-tailed deer populations that 
also lack seasonal movements between discrete 
summer and winter areas. 

Diffusion models 
are based on an as-
sumption that the 

process being modeled can be approximated by 
random motion.  The rationale for using a dif-
fusion model is that, although individuals do 
not move randomly, the collective behaviors of 
a large number of individuals cannot be distin-
guished from predictions of a diffusion ap-
proximation (called mean field approxima-
tion).  This assumption vastly simplifies both 
the construction and evaluation of models.  In 
the realm of disease ecology, these models pre-
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dict the spread of disease over time and, as dis-
cussed here, also have a spatial dimension. 
Diffusion models have a rich history in ecol-
ogy and they have been applied to an excep-
tionally wide range of processes, including 
spatial epidemiology of disease (Okubo 1980). 
 
     Because of the underlying assumptions, dif-
fusion models are most often applied to geo-
graphically widespread diseases and when 
transportation of animals or disease agents by 
humans, or dispersal is unimportant.  An early 
application of diffusion theory was Noble’s 
(1974) model for the spread of bubonic plague 
in Europe.  Strict diffusion models may pro-
vide insights to broad-scale processes, espe-
cially as an alternative comparison with more 
complex spatial models.  Recently, Reluga et 
al. (2006) constructed models that combined 
mathematical advantages of a diffusion ap-
proximation while permitting the inclusion of 
spatial structure, including movement of an 
animal within a home range.  
 
     For many diffusion models, the first date an 
infected animal is reported for a given spatial 
area, such as a county or wildlife management 
unit, is the required data.  From this data, a dif-
ferential model or trend surface for rate of 
spread can be retrospectively fit.  In this sec-
tion, we describe 2 potentially useful forms of 
the diffusion model.  The first, a semi-
diffusion model, models disease spread from 
area to area rather than across continuous dif-
ferential space and relaxes the assumption of 
random movement.  The second is trend sur-
face analysis, which is based on date of infec-
tion, and can retrospectively describe the 
spread of a disease in both space and time and 
identify likely corridors or barriers. 

We use the term 
‘semi-di f fus ion’ 
because at a land-

scape scale transmission takes place across 
borders of areas, rather than from a point 
source outward.  Semi-diffusion models may 

allow more realistic modeling of spatial hetero-
geneity in disease spread because they summa-
rize prevalence within area but not across ar-
eas, which requires data at the resolution of the 
area.  In contrast, traditional spatial diffusion 
models attempt to model prevalence as con-
tinuous over space, which requires data at a 
fine resolution.  Semi-diffusion models can be 
constructed for the spatial scale at which man-
agement is enacted.  For example, wildlife dis-
eases are often monitored by wildlife manage-
ment units, and increased harvest or other man-
agement intervention actions are enacted for 
wildlife management units.  With a semi-
diffusion model, disease spread would be mod-
eled across wildlife management units.  The 
rate of diffusion or spread from one area to the 
other can be modeled as a function of preva-
lence in adjacent areas, proportion of border 
shared with infected areas, amount of connec-
tion via migration and dispersal, number of 
feeding sites in the area, etc.  The diffusion rate 
could also be modeled as a function of any 
spatial environmental/ecological (biotic or 
abiotic) factors.  A fundamental aspect of a 
semi-diffusion approach is explicit modeling 
of spatial dynamics (e.g., proportion of adja-
cent areas infected, prevalence in adjacent ar-
eas, etc.) in the difference equations, rather 
then modeling the effect through correlation 
structure.  This approach could be framed as a 
model selection problem, with models repre-
senting different hypotheses about the spatial 
spread of the disease.  Semi-diffusion model-
ing could be developed into a viable approach 
for any disease for which cases do not present 
themselves but where surveillance samples of 
infected and non-infected animals are col-
lected. 
 
Questions addressed / model predictions: 
1. Estimates the probability an area becomes 

infected as a function of observed patterns, 
management actions, or environmental/
ecological (biotic and abiotic) variables. 

2. Predicts future spread of a disease from 
area to area. 

 
Data required: 
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1. Date of first infection for a given spatial 
area, such as a wildlife management unit 
(date first detected is not the same as date 
of first infected, but if the two are close 
then date of first detected can be used for 
date of first infected). 

2. Proportion of adjacent spatial areas that are 
infected for each time step. 

3. Proportion of shared borders. 
4. Prevalence within each area at each time 

step. 
5. Proximity of spatial area to geographic fea-

tures that could influence rate of spread, 
such as rivers (barriers or corridors), major 
highways (possible barriers), high ridge-
lines (possible barriers), etc. 

6. Covariates for a spatial area expected to 
influence rate of spread, such as human 
density, animal density, disease prevalence, 
or environmental/ecological (abiotic and 
biotic) variables. 

 
Output: 
1. Predicts the probability an area will be-

come infected at a given time step. 
2. Estimates spatial and temporal prevalence 

of each spatial area at each time step. 
3. Predicts rate of spread across entire study 

area. 
4. Can provide estimates of covariate effects. 
 
General usefulness: 
     Semi-diffusion models could be quite useful 
for diseases that do not present themselves, and 
it could be useful for fast or slowly spreading 
diseases.  It would also facilitate evaluation of 
the importance of environmental/ecological 
(abiotic and biotic) factors in the spread of a 
disease.  The main disadvantage of this method 
is that it requires several years of adequate 
(i.e., enough samples to have a high probability 
of detecting the disease if it is present) surveil-
lance samples from contiguous areas included 
in the model. 
 
Usefulness to CWD modeling and/or manage-
ment: 
     Data collected for CWD surveillance is 
typically of the type required for a semi-

diffusion model, making this approach poten-
tially viable.  Running this type of diffusion 
model backwards in time may help researchers 
and managers generate hypotheses about the 
factors important to CWD spread and potential 
originating areas.  Thus, a semi-diffusion 
model may provide heuristic insight to under-
standing the present spatial patterns of CWD.  
However, a semi-diffusion approach has lim-
ited potential for predicting the probability of 
spread of CWD into uninfected areas.  The 
problem is that to generate a good model from 
which to predict from, we would have to know 
how the disease spread.  Because most new 
cases of CWD have not initiated from spread 
of the disease, but rather from increased sur-
veillance of an area, there are very limited data 
on the temporal aspect of spread, and this tem-
poral aspect is an essential element of this 
method or any diffusion method.  Thus, we 
conclude this method is not useful for CWD 
modeling at the present, but may be in the fu-
ture. 

Trend surface analy-
sis uses spatial poly-
nomial models that 

accounts for global effects and local autocorre-
lation.  Models are fit using least-squares re-
gression, except that residual autocorrelation is 
included in the model.  For this discussion 
based on Figure 2.6, we use months as the time 
interval and counties as the spatial areas of in-
terest.  A trend surface estimates contours for 
the number of months to the first reported case 
(Figure 2.6) using the centroid coordinates of 
wildlife management units or other relevant 
management area (Moore 1999). From these 
contour lines, partial differential equations 
(∂time/∂x, ∂time/∂y) are derived to estimate 
the slope vectors from contour to contour.  
These slope vectors represent the rate of spread 
across the landscape.  Large slopes represent 
high rates of spread which are interpreted as 
corridors.  Similarly, areas with low rates of 
spread are interpreted as barriers (Figure 2.7). 
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newly infected areas.  Enough samples to en-
sure a 99% probability of detecting a preva-
lence of <1% should to be collected over all 
areas of interest in order to predict any future 
spread of CWD.  Sample sizes and designs to 
achieve this were thoroughly discussed in the 
previous workshop (Samuel et al. 2003).  Be-
cause of inadequate samples, the first time 
CWD is detected in an area often represents 
the first time there are adequate samples and 
power to detect low prevalence CWD, not the 
first time it occurs or “spread” there.  Model-
ing spread of disease based on observed pat-
terns will not be valid until there are adequate 
samples in the relevant study areas. 
 
     In areas where sampling is powerful enough 
to describe present spatial patterns of CWD 
epidemiology, running models backwards in 
time may be a fruitful line of future investiga-
tion.  This approach could reveal likely origi-
nating locations and times, as well as potential 
patterns of spread, that led to present patterns. 
Hypotheses of originating locations, times, and 
patterns of spread, including corridors and bar-
riers, could be constructed.  The forward pro-
jection of the outcomes of these hypotheses 
could be compared to the observed patterns via 
model fit statistics.  The endemic area of Colo-
rado and Wyoming may be an area with ade-
quate samples to attempt a backwards time ap-
proach. 
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     We consider the term ‘fine scale’ to describe 
small areas occupied by one population or sub-
population.  Models at this scale may attempt 
to incorporate a high degree of detail in the 
processes that lead to transmission of disease, 
including parameters that define both direct 
and indirect transmission, seasonal or age-
specific effects on vital rates, and a detailed 
representation of movement and aggregation 
patterns.  At a fine scale, the processes that de-
termine CWD transmission may be revealed by 
comparing results from models that differ in 
transmission function, spatial connection, or 
social structure to observed data.  For CWD, 
most data that can be used to infer mechanisms 
of transmission come from observations of dis-
ease dynamics of captive herds (Miller et al. 

2006), which represents a very fine scale and 
resolution (detail) of data. 
 
     Although mathematical models contain un-
ambiguous assumptions, subjective decisions 
the appropriate scale and level of detail may 
still be required.  For example, researchers 
must decide how to model transmission (e.g., 
direct, indirect, horizontal, vertical, etc.) as 
well as the appropriate functional relationship 
between population density and transmission 
(i.e., density or frequency dependent).  Deci-
sions involving the level of detail for modeling 
population and demographic processes are also 
required.  At fine scales, models are frequently 
age or stage structured, transmission is explic-
itly represented, and population processes 

Approaches to Fine-Scale Modeling  

A hypothetical conceptual model for an individual-based spatially explicit model for chronic wast-
ing disease. Black diamonds represent more complex decision rules based on the current conditions 
of the model and model parameters (see focal approach for more details on IBMs). 
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may need to be individual-based where the 
number of infectious individuals is small, the 
spatial scale is small, or where there is consid-
erable and important heterogeneity between 
individuals.   
 
Questions addressed / model predictions: 
1. Predicts R0, (the average number of secon-

dary cases that arise from a single case at 
the start of a disease outbreak) and associ-
ated disease dynamics, including rates of 
flux between groups of susceptible, in-
fected, and recovered (or dead).   

2. Depending on model detail, compartmental 
models can address dynamics of disease 
with latent periods. 

3. Estimates rates of spatial spread of disease. 
4. Facilitates evaluation of types and relative 

importance of models and mechanisms of 
transmission. 

5. Estimates threshold population size for per-
sistence of disease. 

 
Data required: 
1. Data requirements are highly dependent on 

model structure and level of detail.  Mini-
mal requirements would include data on 
the proportion of the population in each 
class (susceptible, infected, or recovered) 
over time.  

2. For highly detailed compartment models, 
additional data may be required on move-
ment rates, sex and age composition, dis-
ease state, on social contacts, effects of in-
fection on vital rates, factors related to dis-
ease resistance, effects of environmental 
contamination levels, and population 
demographic processes. 

 
Output: 
1. A minimal set of outputs would be the 

number of individuals in each disease class 
of susceptible, infected, and recovered or 
dead at each time step. With further embel-
lishment, parameters can be fit to data to 
estimate such things as latency period, 
number of infectious contacts, mode of 
transmission, a threshold population size 
below which the disease cannot persist (if 

any), rate of spread, and many other attrib-
utes. 

 
General usefulness: 
     Compartment models provide a versatile 
and well understood approach to modeling dis-
eases, especially at a fine scale. Mathematical 
techniques for estimating parameters and ana-
lyzing model behaviors are generally known, 
and this knowledge greatly facilitates model 
construction and evaluation. The ability to use 
analytical mathematical techniques to fully un-
derstand model dynamics makes these models 
particularly suitable for exploring the potential 
effects of management actions. 
 
Usefulness to CWD modeling and/or manage-
ment: 
     Compartment models can be extremely use-
ful for modeling transmission and dynamics of 
CWD.  In particular, simple models can be 
quickly and easily constructed to simulate and 
evaluate the effects of assumptions such as 
transmission mode and rate, control or eradica-
tion strategies, and population processes. 
Anderson and May (1991) provide a compen-
dium of compartment model structures and a 
wide range of applications. 

Individual based 
models (IBM) ex-
plicitly represent 

each individual in one or more populations.  In 
an IBM, individuals are typically characterized 
by their sex, age, disease status, and other rele-
vant characteristics that can include physio-
logical state, genetic constitution, reproductive 
condition, resistance to disease, membership in 
a social group, propensity to migrate, etc.  
Bonabeau (2002) noted that individual, or 
agent-based, models are likely to be appropri-
ate when: 
 
• Individual attributes likely to affect disease 

dynamics are highly heterogeneous. 
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• Transitions are non-linear and may be char-
acterized by threshold of behavior (e.g., 
sudden long-range jumps). 

• The focus is on initial stages of disease in-
vasion, or when the disease is at low preva-
lence such that the discrete nature of indi-
viduals and stochasticity are important to 
the ultimate dynamics of the disease. 

• Interactions between individuals are het-
erogeneous (e.g., via social or mating 
structure) and these interactions result in 
large deviations from a predicted aggregate 
behavior. 

• Averages are inappropriate and exceptional 
or rare events are important (e.g., a rare 
infection that leads to an epidemic). 

 
     These traits are characteristic of most natu-
ral animal populations, and they may be very 
important at some spatial scales.  A key advan-
tage of IBMs over many state-variable models 
(i.e., models that aggregate individual into 
large, homogeneous classes such as females 
and males) is the potential ability to model the 
attributes of individuals and the mechanisms 
by which individuals interact with their envi-
ronment. By so doing, IBMs do not require 
simplifying assumptions that we know are 
false. By contrast, many state-variable models 
require estimation of parameters that operate 
over broad spatial and temporal scales – meas-
urements that are frequently difficult and ex-
pensive, to obtain, and that are estimated with 
wide confidence intervals.  Model structure 
and model parameters in IBMs are generally 
easy to interpret, and to explain to non-
technical audiences.  Huston et al. (1988), 
DeAngelis and Gross (1992), and Grimm and 
Railsback (2005) provide more comprehensive 
descriptions of IBMs and their applications. 
 
     By concept, IBMs can be very simple and 
require only a few easily-measured parameters.  
However, it is very easy for modelers to con-
struct highly detailed IBMs and there is often a 
tendency to do so.  Highly detailed IBMs of 
CWD may be useful for scenario analyses, but 
they may also be impossible to validate be-
cause they will likely require estimating a large 

number of poorly know parameters.  With 
complex IBMs, interactions between functions 
and individuals can lead to substantial difficul-
ties in attempts to directly relate changes in-
puts to changes in model behavior. IBMs are 
generally not suitable for analytical analyses, 
and a key step in model development is to con-
duct a comprehensive sensitivity analysis. 
 
     As both the spatial scale and number of ani-
mals increase, simpler models may adequately 
mimic system dynamics.  Recent research, 
however, has shown the importance of individ-
ual variation in disease dynamics (Lloyd-Smith 
et al. 2005a).  Many disease models, particu-
larly those of microparasitic infections (e.g. 
bacteria and viruses), assume that all individu-
als are the same with respect to their infec-
tiousness and susceptibility.  For sexually-
transmitted and vector-borne infections there 
have been many studies illustrating wide varia-
tion in individual contact rates (Kretzschmar 
2000, Liljeros et al. 2001, Eames and Keeling 
2004).   
 
     This led to the concept of a general 80-20 
rule, whereby 80% of infections are likely to 
be caused by only 20% of the infectious indi-
viduals (Woolhouse et al. 1997, Woolhouse et 
al. 2005).  Lloyd-Smith et al. (2005b) showed 
that for human microparasitic diseases, a large 
skew in the number of infections caused by 
different individuals was common and even 
more skewed than what would be expected 
from the 80-20 rule.  These highly infectious 
individuals, the superspreaders, are likely to 
play a large role in the disease dynamics, and 
this individual heterogeneity is easily incorpo-
rated into IBMs.  Theoretical modeling sug-
gests that disease systems with a large degree 
of heterogeneity in individual infectiousness 
are more likely to go extinct, but if they do 
persist they tend to have more explosive dy-
namics.  Furthermore, control efforts focused 
on superspreaders are much more effective 
than control measures that are broadly applied 
to the entire host population (Lloyd-Smith et 
al. 2005b).  At this point, there are no data on 
contact rates and the infectiousness of different 
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individuals for CWD.  However, the variation 
in prevalence among different sex and age 
groups (Miller et al. 2000, Miller and Conner 
2005), as well as potential differences in ge-
netic susceptibility (Jewel et al. 2005), suggest 
that substantial individual variation may also 
exist in CWD systems. 
 
     Gross and Miller (2001) and Cary (2004) 
constructed IBMs to explore dynamics of 
CWD in deer populations, the former in Colo-
rado mule deer and the later in Wisconsin 
white-tailed deer.  The Colorado model was 
non-spatial and simulated CWD dynamics in a 
single, closed population, whereas the Wiscon-
sin model included a high degree of detail on 
small-scale movements of deer in an agricul-
tural landscape.  These differences in model 
detail reflected the relative availability of data 
from the two regions and the types of questions 
the models were designed to address. Both 
models were developed to evaluate the effects 
of a range of potential management options to 
control or eradicate CWD. 
 
     A comparison of the IBMs developed by 
Gross and Miller (2001; hereafter G-M) and 
Cary (2004; hereafter Cary) is a useful illustra-
tion of alternative approaches to model devel-
opment.  The G-M model was specifically de-
veloped to examine potential impacts of CWD 
on mule deer populations in the endemic areas 
of Colorado.  Relatively good data on the indi-
vidual epidemiology of CWD were available 
from captive animal studies, but similar to 
many wildlife disease systems few data were 
available on naturally infected populations and 
individuals. Model construction and parameter 
estimation and evaluation reflected the paucity 
of data and the need to broadly explore model 
behavior.  The non-spatial IBM simulated a 
single population, and incorporated a simple 
frequency-dependent, random-mixing social 
structure for disease transmission, to broadly 
explore model behavior.  Results were pre-
sented for a wide, but realistic, range of pa-
rameter values, and only general (versus spe-
cific) model dynamics were discussed.  Simu-
lations showed that all realistic sets of parame-

ters eventually caused dramatic declines in 
deer populations, and that all disease control 
strategies would require intensive, long-term 
commitments and resource investments.   
 
      By contrast, the Cary model included a 
highly detailed spatial representation of the 
study area, and estimates of model parameters 
were based on a broader range of studies of 
deer biology, harvest data, and a very detailed 
land classification map.  Nonetheless, the level 
of detail in this model required estimating 
many parameters for which there was rela-
tively little data.  The spatial extent of the 
model was explicit and consisted of 20736 grid 
cells, each representing 0.65 km2 (i.e., 0.25 mi2 
or 160 acres).  During simulations, the position 
(grid cell) of each individual was tracked, and 
deer were anchored to specific home ranges, 
which could shift in response to winter feed-
ing.  Cary’s model was constructed to evaluate 
a series of specific management actions, on a 
very specific population inhabiting a well-
defined landscape.  Cary examined a variety of 
alternative transmission functions, and showed 
that “... many combinations of transmission 
functions, latency time, and transmission coef-
ficient were successful in reproducing the de-
tails of a cluster of CWD cases …”.   
 
     Based on existing data and assumptions on 
disease transmission and animal movements, 
the Cary model estimated the time of establish-
ment of CWD prior to observation (7 to 15 
years), and projected specific rates of spatial 
spread of the disease (1.6 to 3.7 miles per 
year).  Under a range of model assumptions, 
the Cary model concluded that harvest of suffi-
cient intensity to remove the majority of in-
fected animals prior to death by disease could 
effectively stem the spread of CWD, and per-
haps eventually result in disease eradication.  
Such specific conclusions could not be derived 
from the more general structure of the G-M 
model, but these conclusions also required as-
sumptions on animal and disease behavior that 
still need to be verified. 
 
Questions addressed / model predictions: 
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Usefulness to CWD modeling and/or manage-
ment: 
     This approach has great potential and the 
first CWD models constructed were IBMs 
(Gross and Miller 2001; Cary 2004). The level 
of detail is easily varied to accommodate spe-
cies or site-specific characteristics. A draw-
back to using an IBM is that the models must 
be evaluated using numerical rather than ana-
lytical techniques, which can be quite time 
consuming.  Model evaluation should include a 
carefully conducted sensitivity analysis.  Com-
plex IBMs can generate very large quantities of 
output – sometimes measured in giga-bytes – 
in which case data reduction, analysis, inter-
pretation, and communication can be signifi-
cant challenges.   
 
     There are a number of CWD-specific ques-
tions that individual-based model are particu-
larly well suited to addressing.  For example,  

• How does individual variation in propen-
sity to disperse affect the efficiency of 
management activities to control CWD? 

• How do individual social behaviors (e.g., 
fidelity to a family or other social group) 
affect disease dynamics and CWD control 
strategies? 

• How does genetic variation in resistance 
to CWD affect disease and population 
processes, including changes in gene fre-
quencies, disease dynamics and popula-
tion growth and persistence? 

Early models of dis-
ease often assumed 
that the host popula-

tion was homogeneously mixed (Anderson and 
May 1991).  In other words, each individual 
was equally likely to contact every other indi-
vidual within a single unit of time.  Because 
this assumption obviously does not hold for 
many human or wildlife situations, many stud-
ies have used different methods of accounting 
for spatial or social structure (e.g., Swinton 
1998, Keeling 1999, Keeling and Gilligan 
2000a, b, Thrall et al. 2000, Park et al. 2001, 

Fulford et al. 2002, Hess et al. 2002, Keeling 
and Rohani 2002, Cross et al. 2004, Hagenaars 
et al. 2004). Network models represent a very 
flexible method of capturing different social/
spatial structures (Keeling 1999, Watts 1999, 
Newman 2002, Cross et al. 2004, Ferrari et al. 
2006).  Traditional models typically assume 
that an individual’s risk of infection depends 
upon the prevalence or density of infectious 
individuals in the local (or global) population.  
Network models, on the other hand, explicitly 
incorporate information about who is con-
nected to whom and then assess each individ-
ual’s infection risk according to the number of 
contacts they have with infectious individuals.  
These models have been primarily used for 
sexually-transmitted infections where the con-
tacts among individuals may be limited and 
variable.  The strength of the network model-
ing approach is its flexibility to represent a 
wide range of social or spatial structures.  Con-
tact networks may change over time, but due to 
the lack of empirical data on network structure 
and how it changes over time, most network 
models have been static (Keeling 1999, Watts 
1999, Read and Keeling, 2003).  Ferrari et al. 
(2006), however, illustrated how the contact 
network could evolve over time as individuals 
become infected and removed by a disease.  In 
particular, the most well-connected individuals 
are infected first, leaving a much more sparsely 
connected network of susceptible individuals 
that are less likely to be contacted and infected. 
 
     A matrix of pairwise contact probabilities 
often underlies these models.  This association 
matrix is filled with association indices (aij), 
which describe the amount of contact between 
individual i and individual j.  These association 
indices can then be multiplied by infection 
rates or probabilities to simulate the disease 
dynamics.  Keeling (1999), and Keeling and 
Grenfell (2000) used contact networks to ex-
tend SIR models to structured populations.  
They found that inclusion of spatial heteroge-
neity and social structure provided predictions 
of R0 that were more concordant with empiri-
cally derived estimates than models that ex-
cluded these factors. 
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eling, have not yet been answered for any hu-
man or wildlife disease system. 
 
Usefulness to CWD management: 
     Given the potential for environmental trans-
mission and chronic nature of CWD, network 
modeling may be of limited utility for CWD 
management.  In the case of CWD it will be 
very difficult to define who contacts whom, 
particularly when the infectious agent may per-
sist in the environment for several years 
(Pálsson 1979, Miller et al. 2004).  When envi-
ronmental contamination is significant, the net-
work of contacts between live individuals may 
be far less important in determining disease 
dynamics.  

Spatial sto-
chastic models 
are called spa-

tial because each individual is explicitly lo-
cated in space, usually on a grid cell represent-
ing a small (e.g., territory) to large (e.g., 
county) area, and stochastic because rules of 
movement and vital rates are chosen randomly 
from a distribution or bootstrapped from the 
data.  Spatial stochastic models can operate at a 
variety of scales; at a landscape scale space 
may represent the summary of disease cases or 
prevalence throughout an area, such as a wild-
life management unit, or for an entire popula-
tion (for details, see the landscape-level section 
on cellular automata models).  However, at a 
fine scale, grid-based spatial stochastic models 
are used to model disease epidemiology within 
a single population, or in a relatively small 
area, such as winter range.  Grid-based spatial 
stochastic models can incorporate characteris-
tics of other model types, and the size of grid 
cells can be defined to represent an area that 
might contain one or a few animals (perhaps a 
family or social group), or an entire popula-
tion.  At the fine scale the data is usually more 
intensive and at finer resolution.  Birth and 
death rates, gene frequencies, and rules for 
movements between cells are often required, 

while at larger scales data such as time of first 
infection in an area can suffice.  The question 
of interest and biology and ecology of the rele-
vant animals dictate the scale of the model.   
 
     More complicated grid-based models can be 
designed to directly ingest information from a 
GIS to characterize cell properties that can in-
clude elevation, vegetation type, food avail-
ability, or cover.  These attributes can then be 
used to estimate habitat quality or the ability of 
areas, represented by cells, to support growth 
or persistence of organisms.  Grid cells can be 
organized into multi-cell units to represent ter-
ritories, and population densities based on ar-
eas (e.g., contiguous grid cells or ‘patches’) 
that contain a suitable mix of habitat types. 
Models to simulate population processes (e.g., 
birth, death, movement, etc.) and disease dy-
namics are run over the grid of cells, and suit-
able metrics can be extracted at any desired 
level – by cell, groups of cells, across a given 
area, or for the entire population.  Model re-
sults can be interpreted as non-spatial (e.g., 
total number of individuals), but the strength of 
the approach is to investigate the effects and 
consequences of spatial patterns or heterogene-
ity.   
 
     Cary’s (2004) CWD model is an example of 
a spatial stochastic model.  However, because 
it was described in detail in the IBM section 
we do not discuss it here.  Instead, we discuss 
2 other spatial stochastic models used to model 
disease spatial epidemiology.  Smith and Har-
ris (1991) used this approach to evaluate the 
efficacy of different control strategies on the 
spread of rabies in urban foxes in a city in 
southern England.  They subsequently applied 
their model to several other cites in southern 
England.  They did not use underlying habitat 
or environmental factors to predict population 
density, but rather modeled a range of typical 
fox densities based on data from similar areas 
in southern England.  Although this model was 
spatial, it was not explicit in that fox densities/
territories were not related to particular physi-
cal locations.  Fox territories were represented 
by an appropriate number of grid cells; territo-
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ries were smaller at high densities and larger at 
low densities.  Similar to a cellular automata 
approach, for every time step the density of 
foxes in and near each cell determined disper-
sal rules, probability of encounter, and home 
range size at the next time step.  These model 
outputs were then used to calculate the number 
of foxes infected with rabies and ultimately to 
depict the spatiotemporal dynamics of the dis-
ease under various control strategies.  Note that 
rules were not static, but they varied with fox 
biological season. 
 
     In their model of the spatial dynamics of 
parapoxvirus disease in red and grey squirrels, 
Rushton et al. (2000) provide a good example 
of the nexus of an explicit spatial and individ-
ual based model approach.  In this spatially 
stochastic model, the landscape was repre-
sented by 25 m2 cells, where each cell was 
classified by proportion of different habitat 
type that was relevant to squirrels.  Remote 
sensing data was used to define the habitat type 
of each cell, for a particular location in Eng-
land, making this an explicitly spatial model.  
From the amount of contiguous habitats, po-
tential densities of red and grey squirrels were 
calculated, and then dispersal and competition 
rules determined the relative densities of the 
two species for each cell or group of cells.  An 
individual based epidemiologic model was run 
on top of this spatially explicit population 
model in which population density determined 
rates of encounter with infected individuals 
and the likelihood of becoming infected.  
These dynamics predicted the number of in-
fected individuals of each species, for each cell 
and time step. 
   
     Because the class of spatial stochastic mod-
els includes models that are very general to 
those that are highly detailed and complex, 
models of this type can be used to address a 
huge range of questions.  The level of detail, 
spatial and temporal resolution, and inputs and 
outputs can be adapted to the specific ques-
tions of interest.  Because this class of models 
includes such a broad range applications, we 
do not address these categories below. 

General usefulness: 
   Spatial stochastic models are useful for 
evaluating population dynamics where spatial 
heterogeneity is important.  In general, they are 
used for scenario, or ‘what-if’, analyses be-
cause the amount of data required to accurately 
estimate model parameters usually exceeds 
what is available.  Consequently, error propa-
gation is a serious issue, and confidence inter-
vals on outputs may be so large that estimates 
are not useful in themselves. The primary 
value of highly detailed spatial models is usu-
ally the ability to compare the relative value of 
various management scenarios.  Any model 
validation that does occur is usually at the 
scale of “was the disease present in this group 
of cells or not”, with observed values com-
pared to predicted values.  Finally, it is rela-
tively easy to construct grid-based spatial mod-
els using off-the-shelf software. 
 
Usefulness to CWD management: 
     Spatial stochastic models are useful for 
modeling CWD and evaluating management 
strategies where adequate data exists.  Cary 
(2004) used a grid-based representation, over 
which individuals moved, to simulate CWD in 
a Wisconsin landscape.  For CWD, different 
movement rules or transmission functions 
could be included in a spatial stochastic model 
and results compared to observed patterns of 
prevalence.  This type of approach may pro-
vide insight into the function and influence of 
these types of factors at the scale at which ade-
quate data could be collected. 

     Individual-based models (IBMs) will 
clearly contribute to our understanding of the 
dynamics of CWD and they will likely play an 
increasingly important role in modeling a wide 
variety of diseases.  We thus present this as a 
focal method for fine-scale modeling of CWD.  
As described above, the range of problems that 
can be addressed by IBMs is vast, and this 
translates into a similarly large range in the 
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level of detail and complexity that can be in-
cluded in any particular model. 
 
     We describe the general stages or tasks that 
a ‘typical’ IBM project will require.  While 
these steps are described as if they are accom-
plished sequentially, model development is 
rarely a linear process.  One needs to simulta-
neously consider model objectives, the types 
and quality of data available, and there is usu-
ally a need to continuously evaluate model ob-
jectives, model structure, and model perform-
ance.   
 
Step #1: Define model objectives 
     The first stages of model development are 
the same for virtually all models, including 
IBMs.  Step one is to clearly define the objec-
tives for the modeling exercise.  Model objec-
tives need to articulate the questions that must 
be addressed, features that are desirable, and 
the scales of space and time that are relevant to 
the questions.  Will the model be used to sup-
port decisions in a specific management area, 
or is the primary use of the model to under-
stand more general system behaviors?  What 
data are available to estimate model parame-
ters, and to compare to model results?  The an-
swers to these questions will help determine 
model structure and the required types of 
model outputs.  At this stage, it is usually im-
portant to consider the tradeoff between model 
parsimony and realism, and the position along 
this gradient will likely be constrained by the 
availability of data. 
 
     Common uses for IBMs are to compare the 
relative consequences of competing manage-
ment actions, which can include factors that 
might affect disease transmission or preva-
lence.  One may wish to examine the potential 
effects of supplemental feeding in harsh years, 
habitat manipulations, harvest regimes, or test-
and-cull of diseased animals.  The main pur-
pose of modeling may be to determine the like-
lihood of achieving a specific management 
goal or target, or to project population changes 
or prevalence rates over time and compare re-
sults to those in the absence of disease man-

agement. If the intent is to evaluate manage-
ment actions, the best objectives are quantita-
tive, specific, time-bound, and results are re-
flected by variables that can reasonably be 
simulated by an IBM and measured and com-
pared to field observations.  In the case of 
CWD, models can be constructed with specific 
objectives (1) to evaluate whether our hypothe-
ses about the epidemiology of CWD, as codi-
fied in mathematical equations, were consistent 
with observed disease dynamics (Miller et al. 
2006), and (2) to investigate the likely conse-
quences of typical actions to control disease 
(e.g., Gross and Miller 2001; Cary 2004). 
 
Step #2: Define model experiments 
     After the key objectives for the model are 
identified, a related set of model simulations 
should be defined.  For most IBMs, these 
model ‘experiments’ will consist of scenarios, 
based on input variables that define the initial 
model conditions and the ‘treatments’ that are 
to be applied. The universe of potential model 
scenarios for any IBM is huge and one must 
define a limited number of experiments that are 
to be conducted, and the analyses that will be 
used to evaluate results. For IBMs of CWD, 
model experiment scenarios might include the 
proportion of a population examined each year 
in a test-and-cull program (say, 10%, 25%, 
50%, 75%, and 100%), or the harvest rates of 
adult does and bucks.  Because ‘treatments’ are 
usually nested and crossed, the potential num-
ber of experiments can rapidly become unman-
ageable.  Thus, one should start with clearly 
defined and listed scenarios. 
 
Step #3:  Develop conceptual model 
     As early as possible, the modelers should 
develop a conceptual model of the entire sys-
tem to be simulated (Jackson et al. 2000).  A 
conceptual model generally consists of one or 
more diagrams of the system, and a narrative 
that describes key processes and functions.  
Development of the conceptual model usually 
helps all involved to more fully identify, ar-
ticulate, and understand what processes and 
functions the model needs to include, and, 
more importantly, what can be left out. In the 
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process of constructing a conceptual model, 
knowledge gaps are almost always identified 
as well as parts of the IBM most likely to be 
problematic.  When developing the conceptual 
model, it is helpful to very carefully document 
potential sources of information that can in-
form model construction and evaluation, from 
published and other sources.   
 
     Many problems with simulation models can 
be traced to errors in the scheduling of model 
events.  A common error is to produce outputs 
at an inappropriate time for comparing to field 
observations.  For example, errors in model 
evaluation can occur when observed preva-
lence rates of CWD are estimated from animals 
harvested in the fall, but the model produces 
prevalence estimates just after birth, a time 
equivalent to late spring. A well-constructed 
and detailed conceptual model can help avoid 
these sorts of errors. 
 
     In general, the model development process 
is to first implement a very simple host demo-
graphic population model that includes simple 
functions for birth and death, as well as an ap-
propriate level of detail on the individuals in 
the model (typically, the sex and age of each 
individual).  For CWD, approximate vital rates 
can readily be obtained from the literature for 
deer (and elk and moose), and population per-
formance of the IBM can be compared and 
calibrated to observations.  Once the basic 
population model is functioning, more detailed 
processes can be implemented.  Harvest and/or 
density-dependent reproduction (and perhaps 
mortality) is typically added next to restrict 
population size.  After this, disease control 
treatments, genetic inheritance, movement, in-
fection dynamics, or other more complex func-
tions may be incorporated. Additional species 
may be added so that predation (selective or 
random) can be simulated, or animal-habitat 
interactions may be incorporated.  Regardless 
of which features are implemented, it is critical 
to very carefully examine model performance 
as each new function is added. 
 
 

Step #4: Estimate model parameters 
     Throughout the process of model develop-
ment, the process of parameter estimation will 
usually be going on simultaneously. The sci-
ence and art of parameter estimation is well 
beyond the scope of this handbook; Hilborn 
and Mangel (1997) provide an outstanding in-
troduction to the subject.  
 
Step #5: Validate model 
     Once the model is running, robust, and ap-
pears to be operating correctly, it is important 
to conduct a thorough verification process be-
fore proceeding with what are likely to be 
time-consuming model experiments.  Because 
most IBMs incorporate both stochasticity and 
complex interactions, model verification can 
be a difficult and time-consuming process. In-
terested readers should refer to examples of 
IBM and more comprehensive treatises (e.g., 
DeAngelis and Gross 1992; Grimm and Rails-
back 2005). 
 
Step #6: Run model experiments 
     For most models, an almost infinite number 
of model experiments could be conducted.  It 
is necessary to carefully prioritize a limited 
number of model scenarios that will effectively 
address the management or heuristic questions.  
Even with a limited number of scenarios, IBMs 
are usually capable of producing huge quanti-
ties of model output.  A core challenge is to 
reduce and summarize model outputs, and to 
develop graphics or other summaries that con-
cisely and effectively communicate results to 
key audiences.  The analysis and communica-
tion challenges posed by output from IBMs are 
usually underestimated.  

     There are several key assumptions often 
made in modeling analyses at the fine scale 
that, in part, determine model results and con-
clusions.  Of particular importance to disease 
control and management is the relationship be-
tween transmission and host density and/or 
populations size (McCallum et al. 2001, 
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Schauber and Woolf 2003).  There are few data 
available to estimate the relationship between 
host density and CWD transmission, or other 
factors thought to significantly influence trans-
mission of CWD in free-ranging populations.  
Data from Caley et al. (1998) and Joly et al. 
(2006) provide data sets suitable for estimating 
or inferring changes in contact with variation 
in host density.  Because data on transmission 
rates are typically sparse, modeling analyses 
are often forced to assume a particular relation-
ship between host density and transmission 
rates (Box 3.1).  With respect to CWD, key 
differences in disease dynamics result from the 
assumed mode of transmission when host 
population density declines below the thresh-
old, and these dynamics have very important 
implications on the ability of a control strategy 
(especially population reduction) to eradicate a 
disease. Our current understanding of CWD 
transmission in free-ranging populations is not 
adequate to unambiguously distinguish dynam-
ics produced by frequency- or density-
dependent transmission over broad (realistic) 
ranges of host density and disease prevalence.  
Recent studies (Joly et al. 2006) observed pat-
terns of CWD prevalence consistent with den-
sity-dependent disease transmission, but the 
relative roles of different transmission modes 
are unknown. Additional data on this relation-
ship are critical to determining the likely effec-
tiveness of management strategies for CWD 
(Gross and Miller 2001, Schauber and Woolf 
2003), and we encourage future modeling and 
field efforts to better understand the epidemiol-
ogy of CWD and to evaluate the sensitivity of 
model results to transmission functions. 
 
     In addition, several studies suggest a strong 
role of an environmental reservoir of infection 
for CWD (Miller and Williams 2003, Miller et 
al. 2004, Miller et al. 2006).  This environ-
mental reservoir should be considered in SIR-
type models of CWD as well as several of the 
other modeling methods we discuss in this text.  
To do so requires adding an addition compart-
ment or variables to track the amount of infec-
tious material, which could be increased by the 
presence and death of infectious individuals,  

and decreased by the degradation of the prion 
proteins over time.  The inclusion of an envi-
ronmental reservoir of CWD can have impor-
tant implications for the effectiveness of differ-
ent management strategies and the duration 
required to achieve management objectives.   
 
     Finally and most importantly, demographic 
data for CWD infected versus uninfected free-
ranging deer are needed for all methods operat-
ing at the fine scale.  It is at a fine scale that the 
basic biology of CWD transmission and its 
true effects on the vital rates and dynamics of 
deer populations will be revealed.  Conse-
quently, field studies designed to estimate sur-
vival and fecundity rates of CWD infected and 
uninfected deer are needed to ultimately deter-
mine the effect of CWD on population growth 
rate.  This, along with field studies of transmis-
sion dynamics, including effects of environ-
mental contamination and social structure, are 
needed to determine the spatial epidemiology 
and functions of transmission of CWD within 
and between deer populations.  Although we 
chose IBMs for the focal approach, data needs 
outlined here will support most of the methods 
in this section.  Used individually or together, 
compartment models, IBMs, and spatial sto-
chastic models are all needed to fully under-
stand the nature of the spread of CWD and its 
ultimate effects on deer population dynamics. 
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